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Abstract

The number of users of the internet is increasing exponentially
every year; most of these users are using social networks, blogs and
forums. When users in the Arab world need communicate with each
other, they often use their colloquial dialect Arabic instead of the Modern
Standard Arabic (MSA). To retrieve information about a specific topic,
Modern Standard Arabic (MSA) Informational Retrieval will retrieve
only MSA relevant data, but maybe there is helpful information
published in Dialect Arabic, also if we need to directly translate from
Dialect to English, this may be done by translating the Dialect to standard

Arabic then to English.

This thesis aims to build an annotated corpus for Palestinian Dialect
with Relevant Meta Data. The proposed methodology includes studying
linguistic facts about Palestinian dialect and comparing it with Modern
Standard Arabic in terms of morphology, orthography and lexical. As
well as collecting Palestinian written text from different resources, then

analyzing and annotating the corpus by using resources designed for



Egyptian dialect, after that annotating manually a list of words that can’t
be analyzed by existing resources, finally start using the existing

annotation tool to double check over annotated corpus.
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Chapter One

Introduction

This chapter gives a quick introduction to the thesis.
Section 1.1 presents the scope and the motivation of our
research. The problem statement and the thesis goals are
presented in section 1.2. Section 1.3 summarizes our main
contributions, and section 1.4 gives a structural overview

of the thesis.

1.1 Scope and Motivation

The need for processing the Arabic language texts recently became an

important issue due to the necessity for many application types, such as



search engines, spelling checker, morphological analyses, machine

translation, among others.

The Arabic language is spoken by 300 million people all over the world
[4]. Arabic language has two forms: Modern Standard Arabic (MSA) and
Dialectal Arabic; MSA is the superordinate of language which is used
particularly -the in media, education, and formal communications. MSA
is not used in daily life expressions; it is also more written rather than
spoken. On the other hand, Dialectal Arabic is an informal colloquial,
which is used mainly in daily communications among Arabs. Besides
that, it is a spoken language rather than written language. So the term
dialect is used to describe differences in speech that are associated with
different regions or different social groups, as you wander around, you
can find variations in speech that are associated with their place of
residence (urban or rural). In general, Dialectal Arabic is classified into
five main categories [4]: Egyptian Dialect, which is used in Egypt and
Sudan, Gulf Arabic, which is used in Gulf countries, Moroccan Arabic,
which is used in Western Arab countries (Morocco, Libya, Tunisia,

Algerian), Iraqi Arabic, which is used in Iraq, and ultimately Levantine



Arabic which is used in Levant Countries (Lebanon, Syria, Jordan, and

Palestine).

Dialectal Arabic is found as a verbal language among people only, and
recently in these days Arab peoples start using their dialectal Arabic in
web area. The emergence of social networks, blogs and forums, users
tend to use the Arabic dialect language in their communications,
therefore, the need for processing the Arabic dialect is getting urgently

more important day by day.

The need to deal with these Arabic Dialectal data is becoming
significantly important for the upcoming uses. However, using Natural
Language Processing (NLP) tools which are basically designed for
Standard Arabic to deal with Dialectal Arabic will not solve the problem,

but it will lead to lower performance due to the fact that [4]:

e Standard Arabic has different morphological, lexical,
orthographical, and phonological aspects rather than dialectal

Arabic;



e Dialectal Arabic is less controlled; because it is used by people
in daily life, which means that there are no standard
orthographic rules for it.

e Lack of annotated dialectal Arabic corpus and resources.
Our Next Step is to explore some differences between MSA and dialects.
Arabic Variants

The forms of Standard Arabic and its dialects are called Arabic Variants

and classified in [6, 10, 11, 12, and 13] as follows:

Phonological level variants, which is the sound of character; Arabic

people utter same character in different sounds. For example: In Standard

b

Arabic, "3 is varied between Arabic dialects such as in Levantine is

replaced by “I”, “&” « A" in Egyptian is replaced by “I”, “,a" in Gulf is

replaced by “.a" This variant is coming over phonological level. Another

w9

phonological level is “<” which becomes as "<",”” in the Levantine

nn 99 199 99,99, <¢__9
a R Q77

and Egyptian; which has variants ; “z” which has variants

[T L] 2

T, &



Orthographic level variant, which is the way of writing/spelling a
character. Arabic people write the same character in different spellings.
Same phonological level variants also occur in orthographic level
because each phoneme may be written in different forms as it is spoken.
Another issue in orthographic level is lack of standard of orthographic, so
as an example the sentence “<ll (& o in standard Arabic may be written
in Levantine Arabic as follows: “UiSlay W« iSlsy o7« iSline sl W)
“Osll o) sl SIS W SIS o) S0, Also, sometimes people

write the same word in different forms, as an example “ sall”, “s guall”,

Lexicon variants, which meaning that lexical term between the variants
is completely different, examples of lexical variants: The word ¢ k& in
Standard Arabic is replaced by the word “u«” in Levantine Arabic. The
word “x) in Standard Arabic is replaced by the word “s~” in Levantine

€C o 2 9

Arabic, “)se” in Egyptian Arabic, “" in Gulf Arabic, “<ux” in

Moroccan Arabic, and “x) in Iraqi Arabic. Reference names, as “s¥

becomes “Js»” in Levantine Arabic.



Morphological level variants, which meaning that there is a difference in
the morphology of the same word, examples of morphological variants:
present progressive is different between Arabic variants, as an example
the verb “«=l” in Standard Arabic is replaced by “ w2l in the Levantine
and Egyptian Arabic, and “w=Ly” In Iraqi Arabic, and “w=lS” in
Moroccan Arabic. Future also differs, as an example “—2lw” in Standard
Arabic became “—2la” in Levantine, “—=lw” in Egyptian, “w=b # ” in
Iraqi, and “<=Le” in Moroccan.. Furthermore, pronouns are different
among Arabic variants, such as “a5” in MSA may be replaced by “15” In

Levantine.

Sentence structure level variants, which means that the structure for
same sentence differs, examples of syntactic variants: “Xese 4S5 in
MSA sometimes becomes “xss i 4S J3” in Levantine; word order, as
“alsll 14” becomes “I» A 1” as in Egyptian Dialect. MSA Negations forms
such as “»”” which may replaced by “W” before a verb and “J%” at the end
of the verb; Example: “<l Jil A in MSA equivalent to “(iSil W in

Levantine.



So, because of these Arabic variants using existing MSA NLP tools for
Arabic dialects may lead low accuracy results [1,14]. This becomes a
problematic issue and there is a need for tools that have the ability to deal
with dialectal Arabic. So from here comes the importance of building an
annotated corpus of Palestinian dialect, which we are going to work on

this thesis.

The importance of building an annotated corpus considers as the

foundation stone of many applications, some of them are as follows:

e Information Retrieval and Extraction applications, there are
many applications, which are responsible for retrieving or
extracting information about something. Building annotated
corpus will help these applications to go through dialectal
Arabic data not only over Standard Arabic.

o Search engines, through which users can search the required
things using dialectal Arabic words, and using an annotated

corpus to get its equivalent from Standard Arabic.



e Machine Translation, by converting Dialectal Arabic words to
its equivalent or synonym Standard Arabic then translate them
to the corresponding languages.

o AutoComplete with possible equivalent Standard Arabic word;
In other words, if a user starts entering some Dialectal Arabic
word, then -an application starts giving him/her possible
Standard Arabic word

o Part-Of-speech tagging applications.

e Dialectal Arabic Parsers.

According to the variants for Arabic, which are discussed above, there is
a need to deal with each Arabic language dialect separately, for this
reason, this thesis will focus on the Palestinian dialect, Palestinian dialect

which is considered a sub-dialect of Levantine Arabic.



1.2 Problem Statement and Thesis Goals

This thesis aims to collect a corpus of written Palestinian dialect and

annotate it with relevant metadata. More specifically, we did this by:

e Collecting Palestinian dialect texts manually from different resources
such as blogs, forums, social networks, dialect dictionaries, and TV
series.

e Annotating each word in the corpus manually using the DIWAN tool,
which is linked with the Egyptian MADAMIRA [15, 16]. This also
includes writing each word in the CODA (Conventional Orthography

for Dialectal Arabic) standard [8, 17].

1.3 Summary of Contributions
Our contributions can be summarized as follows:

e A corpus of Palestinian dialect text (43K words, 15K of them unique)
was manually collected from different resources, like blogs, forums,

Facebook, Twitter, books and Palestinian series.



The corpus was parsed automatically and stored in a proper database
schema.

A list of 1234 unique corpus words is annotated manually.

18743 words (with 500 unique words) from this corpus were selected
and fully annotated using the DIWAN tool. The POS of each word
was specified, as well as it was written according to the CODA rules
[8,17]. The rest of the corpus will be future work.

It is worth noting that this work was done in cooperation with
researchers from the Curras project, and a joint paper [20] was
published about it (see appendix 1), as well as a technical report [17].
The achievements listed above are our own contributions, but

following the project’s methodology, tools, and resources.

1.4 Summary of Structural Work

Chapter Two presents the literature review of related work done in this

area. A special focus given to work done on conventional orthography

for dialectal Arabic (CODA) [8,9]. The work was done on developing

morphological analyzer for Arabic and its dialects (MADAMIRA)

10



[15,16,18,19]. The work was done on developing web application for
Dialectal Arabic Text annotation [5]. Finally The work was done on

Parsing Arabic Dialects [1,2,3,4].

Chapter Three described our corpus. It will cover our methodology that
we followed to collect our corpus, it covers corpus statistics such as type
of documents, number of documents, number of threads in each

document, and number of words in each document.

Chapter Four presented approaches, methods and tools used in the
annotation process. It will cover annotation concept, annotation
methodology which includes a list of meta data that each word will be
annotated with it. The benefits of using MADAMIRA in our annotation
process, a sample of our manual annotation list, and finally it covers how

DIWAN tool will speed up the annotation process.

Chapter Five This chapter discussed the results we -have gotten until
now, and it also presented the future work that can be done in this area.
And finally covered using of DIWAN tool to complete our annotated

corpus.

11



Chapter 2

Literature Review

This chapter gives a quick review over works done on Arabic
Dialects. Section 2.1, presents work done on corpus
collection and annotation. Section 2.2, presents work done on
dialectal orthography. Section 2.3, presents work done on

dialectal morphological annotation.

2.1 Corpus Collection and Annotation

2.1.1 Development of a pilot Levantine Arabic Treebank (LATB) of
Jordanian Arabic

Levantine Arabic Treebank (LATB) contains 33,000 words and it is built
for development and testing purposes. LATB is built using Jordanian

Levantine Conversational Telephone speech.

12



Developing Levantine Arabic Treebank approach begins by analyzing
corpus data morphologically; so for each word in corpus generates
manually a tag called Morphological/Part-of-speech/gloss (MPG) tag.

Figure 2.1 shows an example of this tagging.

TLOOK-UP WORD: byjwz

SOLUTION 1: (biyjuwz) [JAZz-u 1]
Liy/IVIMS+—Huwz/TV

GILOSS: he/it + be allowed/be possible

Figure 2.1: Morphological/Part-of-speech/gloss (MPG) tagging [2]

Then analyzing corpus data syntactically; which is done manually and
raises many issues such as detecting conversational speech effects and
disfluencies, active Participles which may be adjectival or verbal,
according to context; Figures 2.2, and 2.3 show examples when it is

adjectival, or verbal

-

. - P SR

(S (NP-SBJ <anaA U) I

(ADJP-PRD (PRT mis$ _ie) not
ERArf+ap %)) knowing

"

“I don’t know™

Figure 2.2: “4 e Jie U)” sentence Treebank [2]

13



4. Samalo 953
(s (NP-SBJ-1 <intuw 3! ) you (plural)
(S-PRD (VP sAmMEivyvn Ol hearing
(NP-sBJ-1 *)
(NP-OBJ mnMiv ) ) ) ) me
“You are hearing me.™

Figure 2.3: “4# & il =) ,” sentence Treebank [2]

After developing Levantine Treebank, the authors apply automatic tree
tool over it which are: Cat-tree which is responsible for detecting
inconsistency and unwell-formed sentences and it separates multiple
trees, Clean-trees which are responsible for removing resulting null
sentences (unfinished sentences) and null constituents, Tregex and
Tsurgeon which are responsible for traversing constituents and either
transform it or remove it. Applying these tools reduced Levantine Arabic

Treebank from 6639 trees to 3979 trees.

2.1.2 Arabic Dialects Parser

In [1] and [3] authors’ presented three approaches to building a
parser for Arabic Dialects, but before starting work on these approaches,
the authors need to prepare linguistic resources that will be used in these
approaches. The first linguistic resource is Levantine-MSA dictionary,

this dictionary will be used to translate Levantine sentence to Standard

14



Arabic sentence and to convert Standard Arabic Treebank to Levantine
Treebank. Each dictionary entry contains Levantine word with its Part-
of-Speech, equivalent MSA word and English gloss as shown in Figure

2.4. The dictionary is relatively small. It contains 2201 words.

Levantine POS MSA English
2 <yh UH —— nEm yes
S5 <ntwA PRP i <ntm you (pl.)
S+ +ky PRP S+ +k her
ol kmAn RB L= AyDAF also
ol kmAn RB Sl k*1k also
S Ally WP g2l Al*y who
il Ally WP ] Alty who
>3 Sw WP ala mA*A what
—— Kyf WRB S kyf how
Ol $lwn WRB s kyf how
S bHky VBP A t~i] >tklm I speak
Sai >Hky VBP RS >tklm that I speak
Sala mnHky VBP AlSis Ntklm we speak
S Hkyt VBD CralSs Tklmt I spoke
Al AlEylp NN ELE ] AIEA}Ip the family
e Eylp NN lile EA}lp Family

Figure 2.4: Sample of Levantine-MSA dictionary [1]

The Second linguistic resource is part-of-speech tagging for corpus data,
and the basic idea here is to assume Standard Arabic (MSA) tagger as a
baseline then make adoption on it. So the first step is to run the MSA
tagger over Levantine data, the accuracy of applying MSA tagger over
Levantine was 69%. According to accuracy result a number of adaption
making on MSA tagger were added, which are: Adoption using

probabilities and normalization after applying this step the accuracy of

15



MSA tagger became 73%, replace Levantine words that have an entry in
the dictionary presented previously with MSA word, and run the MSA
tagger another time then the accuracy became 80%, Manually tagged part
of Levantine corpus, and used the tagged set as training set, the accuracy

after applying this step reached to 80%.

After preparing linguistic resources, the authors started applying parsing
approaches. The first approach is sentence transduction which depends
on translating Levantine sentence to MSA sentence, then parsed the MSA
translated sentence using MSA parser. This approach has many
disadvantages such as lack of resources for translation from Levantine
Arabic to MSA, and sometimes two words in Levantine Arabic are
Translated to the same word in MSA & e 5 (o ) a8 G- Jie
“4lSl Another approach is Treebank Transduction which depends on
converting Standard Arabic Treebank into Levantine-Like Treebank
using linguistic knowledge, then train a statistical parser on converted
Treebank, then test parsing performance over new Levantine corpus data.
There are a lot of transformations that were done over Standard Arabic

Treebank to convert it to Levantine-like Treebank such as unifying two

16



blocks with the same meaning in one and separating nested node,
replacing all negations in Arabic Treebank with Levantine negation

*99

precedes verb, “<” after verb), replacing (Verb-Subject-

9

forms (“L\Uie
Object) order in Standard Arabic Treebank with Levantine order which is
(Subject-Verb-Object), replacing (demonstrative pronoun — noun) order
in Standard Arabic Treebank with Levantine order which is (noun-
demonstrative pronoun), replacing every lexical in Arabic Treebank with
its equivalent in Levantine using dictionary that described above,
replacing every “u\zUsl” verb and all derivatives in Arabic Treebank
with “2” and its derivatives, adding prefix “<” to every verb that has

“VBP” tag, Converting “w«” in Arabic Treebank to particle.

Final approach used in parsing Arabic dialects is Grammar transduction
which depends on developing an MSA-dialect synchronous grammar.
This grammar contains pairs of elementary trees which combine MSA
elementary tree with corresponding Levantine elementary tree. Figure 2.5

shows a tree pair from this grammar.

17



S

|
NP @ VP VP
N ¥ NPl NP
V NPl NPlE | v RNE
| G -
Tike: like

Figure 2.5: Tree pair from MSA-dialect synchronous grammar [1] [3]

This grammar developed by extracting Standard Arabic elementary trees
from Arabic Treebank then translates it using handwritten rules to

corresponding Levantine elementary trees.

2.1.3 Cross Lingual Arabic Blog Alerts (COLABA)

In this section, we present COLABA (Cross Lingual Arabic Blog
Alerts) project, which is done by Diab, Habash, Rambow, Altantawy, and
Benajiba in [5], and aims to processing Arabic social data on the web,
through COLABA project many tools were developed in order to achieve
COLABA goal which is to retrieve all dialect Arabic Blogs data and all

MSA blogs data that are related to the required MSA query.

COLABA goal is achieved by applying many stages; In the first stage,

COLABA project asked 25 annotators to design a dialect query that is
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responsible for harvesting large amount of dialectal data from the web,
annotators designed 40 queries with its dialect, corresponding MSA
translation, and English translation. Figure 2.6 shows a sample of these

dialect queries.

I DA Query ” DA ” MSA ” English
ol & GOl EGY 3 all C.,..a‘ Sl divorce became very common
\,(1.:3‘ C‘J IRQ f<J éﬁ)‘ o I will tell you a story
aw B & s> C‘J LEV awl s JU 1, s5 Ca3 || He went directly to visit his father’s tomb
sl sl s L MOR N e R N he is still in good shape

Figure 2.6: Sample of Dialect Arabic queries [5]

Then COLABA Project goes through annotation stage, which is
responsible for removing HTML markup, spam, advertisements,
encoding issues, and every Meta data from blogs data that's retrieved in

the first stage.

After that, COLABA project gives each blog initial rank according to its
degree of dialectness. This was done through a simple module called
Dialect Identification pipeline which is responsible for determining the
degree to which a text includes Dialect Arabic words. It works as
follows: it takes an input text, and then analyzes each word in the input

text by Buckwalter MSA morphological analyzer (BAMA), if BAMA
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returns a result; then a word is MSA. Otherwise, it is potentially a dialect

word, and then it gives rank to a blog according to the number of words

that aren’t classified by BAMA.

Then COLABA project Applies typographical clean up over blogs with
high ranking. This is done by correcting every MSA word with non-
standard orthography by writing it in standard orthography, remove
speech effects from words, add missing spaces between words, and then

applies Dialect Identification pipeline another time.

Then COLABA project applies COLABA Conventional Orthography
(CCO), which is responsible for providing orthography for each word in
Dialects, as an example the word “<\” has Levantine orthography which

is “be:b”, and Egyptian orthography which is “ba:b”.

After that, COLABA project applies Dialect annotation over highly
ranked blogs, this step is done using a COLANN_GUI web application
which was presented by Benajiba and Diab in [4], and it is a web
application used by annotators to annotate text. It is browser independent,
it uses PHP to interact with a server database and JavaScript for GUI, it

contains three types of users: Annotator which is responsible for
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annotation, Lead Annotator which is responsible for assign annotation

tasks to annotators, Super User Which is the administrator of the system.

Annotation process using COLANN_ GUI passes through many steps.
The first step, if there is a misspelling in a word, an annotator must
correct it, and if there is also a speech effect, annotators must remove it
as well remove the missing spaces, then the annotator must do sentence
boundary detection. Figure 2.7 shows the interface that annotators used

in this step.

... poadll plas Dl abiolgdiy Sue. . Buslal oo ST dale 25y

\_Fix Typos done, go to Sentence Splitting

Fix Typo

New word: [ ol
Kind of typo: | mT )

Change the word

Back to the tasks page

Logout
_Cancel

A@L

R KTPEN U_,c.,LLA‘rJLiJItYI
1 sle. & 530 sl Gl Slaladll WSs 5. Jalghalgdan 3 pad ddae Yala bl 38,Y 560 o Jaas
e el Gyl 03l ame P (n himy 5T, a1 el i Lo o im0 5 IR E315 i s il g
oy pad JSGRas Bald 5y Lyl eally jeae 2558 2aE JS Gaied Y Lall uilys Sy Lags o, olidy
cee gy elilice

Figure 2.7: Typo identification and Fixing interface [4]

Second, the annotator is asked to choose the dialect of a word, level of
dialectalness, and enters phonetic transcription of the word. Figure 2.8

shows the interface that annotators used it in this step.
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- ™ Dralect Annotation

__’j

z Egyptian: <5 —

© Gue wL2
Iraqi-
Levartine: wLS
Moroccan: (— &
Unknown ) —
(UNK)
Foreign Waord > .
(FW) . —_ . aSule a5l
Bomowed Ward | —_ , s S F g gl 3 S5
(BW) : ~ : e sS (g Dl
Arabic Namexi , 2 CpoSAll jass mlglasa e,
Entty (ANE) . '
Forcign Named
Entity (FNE)
Typo Word } .
(TW) ~ =
Translcration:

“Load

L Canced w

Figure 2.8: Specifying word dialect interface [4]

Third; annotators must enter the underlying lemma form of each word
(derived from), in this step the application provides an annotator with a
Dialect Arabic word and a list of usage examples from blogs data, then
asks an annotator to provide a corresponding lemma, MSA equivalent,
English equivalent, dialect Id for each word in usage examples, and
associate each lemma with its usage example. Figure 2.9 shows the

interface that annotators used in this step.
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LSJ-A

Tt reall SRS S o0 peda SLa Y -1
ST e S 5a lals ooslans Jf Lala tatla -2
I SUW [ QAP e ) ate -3
ELES s Sl sals I S o ST a3 =

1z
Temma:

Examples: 1

=}
Lemma:

Examplesz: ' 1 2 ) =

MSA equivalents:
Eng. equivalents:
Phonetic scheme: |

E

MSA
GLF
EGY

0op

This is an Arabic Named Entity
This is a Foreign Named Entity
This is a Foreign Word

This is a Booxowed Word

This is a typo

Unknown

COO00I

MSA equivalents:
Eng. equivalents:
Phonetic scheme:

Dialects:
) IRQ T MSA — IRQ
0o LEV — GLF 1 LEV
1 MOR 1 EGY L MOR

This is an Arabic Named Entity
This is a Forcign Named Entity
This is a Forcign Word

This is a Bomowed Word

This is a typo

Unknown

goooon

Figure 2.9: Lemma creation interface [4]

Finally; the application asks annotators to enter POS tag for it for each

lemma created in the previous step. Figure 2.10 shows the interface that

annotators used in this step.

e ———

The other gender:

Brokcn Plural (if applicabilc):
CTollective Plural (G applicablc):-
Ractkomnal 7

Mass or count™

7 — Transliteration: |
— Translitcration:
— Transliterason:

O Count

Requested information in
Requested information in

“Noun”™ case
“Vverb case

Perfective Active formm:
Poerfectuve Passive form:

Imperfective Active form:
Imperfective Passive form:

Emperative form:

e

Figure 2.10: Morphological Profile creation interface [4]
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All information entered by annotators using the application is stored in
the database. This database contains 22 relational tables that are
responsible for saving basic information, annotation information,
assignment information, user permissions information, and user

connection information.

The Final Stage in COLABA project is using DIRA (Dialectal
Information Retrieval for Arabic) which is responsible for retrieving all
MSA and dialect data for a word, DIRA works as follows: It takes a verb
as input, then generates three surface forms for it; these surface forms
are: MSA inflected forms, as example of the verb “zsal”, it generates

13 99

raal”, “muaw’” "lawal” | etc, MSA with dialectal morphemes, as
example for verb “zual”, it also generates “ziay’.zuan”  zuian”
“Isauan’ etc, MSA lemma is translated to Dialect lemma, as example
of the word “z==l”, it translated to “s%”with all morphemes such as

s’ “an” Then DIRA re-injected all generated forms into original

query to retrieve Dialectal data.
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2.2 Dialectal Orthography

This section reviews works done on building Conventional Orthography
for Dialectal Arabic (CODA) [8,9, 17]. The most important problem that
has been noted in all works done under Dialectal Arabic area is the lack
of conventional orthography; in Arabic dialect, there are many ways to
writing the same words, and there are also a lot of commons that are
shared among all Arabic dialects. So there is a need for writing in a
standard way over all Arabic dialects. From these issues come the needs
for CODA, which is a conventional orthography for dialectal Arabic.
CODA aimed to satisfy many Goals such as; consistent and coherent
standards for writing Arabic Dialects, build for computational purposes,
unified framework for writing all Arabic Dialects, and Save a level of
uniqueness over each dialect. CODA builds conventions according to

similarities between Modern Standard Arabic and its dialect.

In order to achieve these goals, CODA teams made many design
decisions such as; using Arabic Script, unique orthographic form for each

dialect; this form represents dialect phonology, morphology, and lexical
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semantics, Orthographic decisions are displayed in MSA-like format

such as spelling the Definite article “Jd"” morphologically.

Generally speaking, CODA tries to preserve phonology as it in word; e.g.
i3« QS «Jal, | but there is some exceptions, such as a word that
contains /q/ which differs between dialects, then the word is written in
MSA form; e.g.: »=8, and if the word in dialect has short vowel that
comes from long vowel in MSA then it is written in MSA Form; such as

2sb will be written s,

CODA also tries to preserve the morphology as it in word, But there is an
exception here if there is a negation or pronoun that comes with a verb
CODA separates it from the word; e.g. hsbidis Le will write Qi <uiS L in

CODA.

Also CODA team decides to keep the word order in a sentence as in the
original sentence, to develop CODA in a way that is easy to learn and
write, and to build the unique CODA Map for each dialect that contains

rules and exceptions.
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Until now, CODA has been applied for Egyptian Dialect (EGY) and
Tunisian dialect (TUN). So, according to the CODA design principles a
word 1s written as pronounced unless there is an exception on; this

exception maybe:

e Morphological exception; in EGY there are many morphological
exceptions, such as; in noun and adjectives 3 CODA teams
decided to -writ as 3 not ,®and if the word has clitics then it
becomes either < or ), (» suffix (dual & plural) does not vary
according to its case as MSA, add vowels for geminates in verbs
such as < not @i, the plural suffix (13-1$9) spelled with silent
Alif in CODA, in affixes that relate to feminine, there must be an
extra ¢ at the end. e.g. =S)if particles is single then according to
CODA it will be attached to the word such as Jskll, also in CODA
pronominal pronouns and negations part must be attached at the
end of word, < il JI written as is, in some cases we removed
some letters from the original word such as : J+d written as 8 ,J!
becomes ! or < e.g. adtdalra written as agialza or  ablalea

according to context, ) in 4sleall glg is removed e.g. W+ 5SS is
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written as R3S, ¢ becomes | or ¢, and finally there are dialectal
clitics such as ,progressive part < this progressive part add to
original verb such as <SSl+@ written as <SSk, Future part ¢ e.g.
such as &l Second person plural s e.g. $S$8 and Feminine
clitics ¢ e.g. S$8. Also in TUN there are many exceptions, such
as; interrogation proclitic <, e.g. < ¢i s, Negation part o,
and Single litter colitis g, a

Phonological exception, in EGY there are the following
phonological exceptions such as; CODA EGY team decided that
there are 9 consonants that spelled differently from their
phonology in DA if these constants have a dialect Arabic root
radical and its dialect Arabic root has MSA root ; these consonant
are :/s / spelled /& ; /ow/-/</ spelled /&/; /3/-/3/ spelled /¥/; /%/-/ /-
[3/-/ual spelled /ual; /3/-13-1ua/ spelled /5 /; /ow/-/oa/ spelled /ua/ ;
/</-/k/ spelled /&/, preserve long vowels as is such as “¢iS which -
written in CODA as (=897, if there is multiple long vowels that
shorten to one in EGY; then CODA team decided to write two

long vowels as MSA; e.g. @ is written as 0@ in CODA,
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different writing for ¢and Jsin Arabic script according to context.
E.g. Jsithat maybe /du:r/ or /do:r/ according to context it appears
on it, CODA team decided to keep Hamza as it; in other words if
peoples write word without Hamza or with Hamza CODA team
decided to be as is, for example if CODA team face “Jiw” in text,
then will preserve it as is, and if they face “Ji” will also keep as
is -, and finally «¢«¢ in the end of words in CODA will be spelled
correctly, as example” (e (As 03 23811 will be written in CODA”

(e (A5 03 A3 Also in TUN there are the following phonological
exceptions, such as same exception in 9 consonants as EGY with
two special cases in TUN which are /@, /&/ spelled /& as e.g.
/bagra/ is written in CODA as /baqrah/, and Consonants with
multiple punctuations are written in a form closes to MSA if there
is MSA, and Finally TUN CODA adds ¢ after some numerals in
some cases such as Jaly (illaad,

Dialectal lexical exception, such as 4 xnot s, sinot o3 in

EGY, and @anot 481, 4Aadludlenot 4adws, and Foreign words
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that use non-Arabic phoneme /g/, /v/ and /p/ will be written in

CODA as q, fand b. e.g. J3)@ ,4%ub in TUN.

Figure 2.11 & 2.12 shows examples of EGY CODA and TUN CODA

Raw Ul sendl Lo o o6 oo Taie (& 305 Lo (55 3asld] G.;l,ll,e,;u_ Ll ezl e cdad f_da..Jl Wy o
Text e wly Lo e ) e e o ol o5 smmy L 0 Oeite e asTly 0O L ol G g !
S5 s (52 Uy Llee g8y a5t U DB Loy el Ol 1 sy Ll2 Ty e U1 LS £ 50!

oF il e U Ol pe o7 S (B (Sl o7 S i Uy o
hh hh wAllh AlsDym fTst mn AIDHk Ayh yAsbyr AlmwA Dys AljAmdh dy dHnA kdh bgy sndnA bnk kAml mtkAml Iy Alsmwm
AnA Ajthdt wjbt swyh nkt wAkyd ThcA mngwlyn bs yArb ysjbwkwA AsybkwA mg Alnkt . hnA rqd Alrjl <ly frAsh yyAlb

Alyybwbh wkimA AfAq wid zwjth bjAnbh winDr Alyh bHnAn fAmsk bydyhA qASIA : ImA Awrfdr wqfty mcAyA . wimA srkey
| flst knty jmby . wlmA bytnA AtHrq knty jmby . wdlwqty Anty brdh jmby . ms cArf Iyh AnA HASS Ank nHs

CODA rr.-.” JL JnK.La ‘_La(.st.{ Las = oS Lls S [EWEN ¢:_b|)ﬂ s L ‘i,‘ Szl o Caatad C“L‘J‘ wly 42 aa
":‘)J"J"-J” .,\SJL;A.;,.K:.HCA,K__.E_.\ Semm o, b et kb aSTly K Lsd Com g D! U
55 Uy slae gasy sl U s 3B Loy elwl ol o) LUy il mg; doy OB LE, & euall LIy

o bl e U Ol e s ws () (B8 e O L Uy e 5T eels
hh hh wAllh AlsDym fTst mn AIDHk ﬁi)'h YA ¢byr AlmwADy< AljAmdh dy dAHnA kdh bgy cndnA bnk kAml mtkAml <ly
Alcmwm AnA Ajthdt wjbt Swyh nkt wAKyd TheA mngwlyn bs yA rb ygjbwkw Asybkw mq Alnkt . hnA rgd Alrjl <ly frAsh

yyAlb Alyybwbh wkimA AfAq wjd zwjth bjAnbh winDr Alyh bHnAn fAmsk bydyhA gAYIA : ImA Arrfdr wqfty mcAy .
wimA Srkty fist knty jnby . wimA bymA AtHrq knty jnby . wdlwqty Anty brDh jnby . ms cArflyh AnA HAss Ank nHs

English [ha ha [,] T swear to God [.] I died from laughter [.] Abeer [,] what cool topics [!] we now have a complete comprehensive
bank [.] any way [.] I put some effort and got some jokes that are of course copied [.] but hopefully you will like them [.] I
leave you with the jokes . [MSA] There lied a man on his bed coming in and out of a coma [;] and every time he woke up he
found his wife by his side looking at him lovingly [.] so he held her hands and said [/MSA]: when I got fired [,] you stood by
me . And when my company went bankrupt you were by my side . And when our house burnt down you were by my side .
And now also you are by my side . I don’t know why I feel you're bad luck [.]

Figure 2.11: EGY CODA Example [§]

5l Baaa sl e s B AL el 8 A sl) Dl e G 3 el 8 5 L 5 il el
Sl 3 s 3 Bodisc amlae sall Clag (pg s0dd il A sl Al g Lo sSa A Sl IS g e

COblsdl g selie GlulSalil g osled g lall ol sl (8 A e 30l ) oSt i 5 HY )5 e gl
Raw Text | ;54" Alxyr mrHbA bl fi AlmbAsr fy nds nsmh sbsyAl Abwmh i sAcmA Al@Anyh bAs nHlonw ¢ly: thvrAt
Jdvdn . fimh tTivrAt i mowDwe tskyl AIHkwmbi . nHlow clyhA mg AItHAIf AldymwaqrATy . nswhiv wyn wSIt
AlAnowr mgAhm , wnswhiv smw sAr fyy ALAHAAO mtAc mqbrh zIAz . w bs nHlonw zAdh ¢ly AlzvAdAt f AswAm
AlgAdz w nshhy ¢ AngkAsAt mtAow ¢ AlmwATn .

D) shi S saaa )l e ) sl (3 Al Lie L (3 4 sl s e G (3 ) (3 S las e il L
laaY) (8 Lo sl 8 slis ¢ anlae sVl Cliay (gl s8adi | al 8 sepll Callall pe Lole 158t A Sall U5 e
L Ol salle delic GlulSaiVle | il o Ll ol gl & a3l e 80l 5 ) eSas (Bl Da 5 e glia
CODA msA Alxyr mrHbA blkm fv AlImbAsr i nds nsmh sbsyAl Alwm fv sAstnA Al@Anyh bAs nHlkywA ¢y thvrAt
Jjdvdh . @mh tTvrAt iy mwDawg tskyl AlHkwmb . nHiywA clvhA mg AItHAIf AldymowgrAT . nswfivA wyn wSit
AlAmwr meAhm , wnswhivA snwh SAr iy AIAHAAG mtAc mqbrh jldz . wbAs nHkywA zAdh ¢y AlzyAdAt fv
AswAm AlqgAz wnsAlwA cAlAngkAsAt mtAsh cAlmwATn .

Good evening. Hello. You are on the air with “Nesma People Special Program”. Today in our second hour.
we'll talk about some new developments. There are developments on the subject of forming the government.
English ‘We will discuss it with the Democratic Alliance. We will see where they have reached on this topic and we
will discover what happened in the events at Jlaz cemetery. We will talk also about the increase in gas prices
and question its impact on the citizen.

Figure 2.12: TUN CODA Example [9]
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So as you have noticed in Figures 2.11 & 2.12, the first part of the figure
contains text as appeared; in the second part, the text rewritten in CODA;

the last part of the figure contains the corresponding English text.

CODA guidelines will be extended to cover PAL in this thesis, as

discussed in chapter 4.

2.3 Dialectal Morphological Annotation

Most of the previous work that is done under the area of Morphology in
Arabic focused on MSA, but in Dialects the works are relatively small or
it depends on MSA to deal with Dialects. But as stated previously
available MSA tools cannot be easily extended or transferred to work
properly for Dialects according to varying between MSA and its Dialects.
So it is important to develop annotated and morpheme-segmented
resources and morphological analysis tools to deal with Dialects. One of
the most recent contributions that deals with Dialects is CALIMA which
is a morphological analyzer for EGY [19]. CALIMA and MSA analyzer
SAMA are also used in EGY morphological tagger MADA-ARZ and in

MADAMIRA.
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2.3.1 MADAMIRA
MADAMIRA is a morphological analyzer for Arabic and its dialect,
MADAMIRA combines two systems for Arabic processing. These

systems are:

e MADA

A morphological analysis and disambiguation for Arabic (MADA)
depends on presenting many analyses for each word, then selecting the
suitable analysis according to context. In order to do this, MADA
contains 19 orthogonal features that suitable analysis is selected depends
on it. These features are: Part Of Speech(POS/pos); such as Noun, Verb,
...etc, presence of conjunction(CNJ/conj); such as w, and f, presence of a
particle clitics(PRT/part); such as b, k, and 1, presence of pronominal
clitics(PRO/clitic); such as object, and possessive, presence of definite
article(DET/art) ; such as Al, gender(GEN/gen) ; such as FEM, and
MASC, number(NUM/num) ; such as SG ,DU, and PL, Person(PER/per)
; such as 1,2, and 3, voice(VOX/voice) ; such as PASS, and ACT,
Aspect(ASP/aspect) ; such as IV, CV, and PV, mood(MOD/mood) ; such

as I, S, J, and SJ, presence of nunation (NUN/def) ; such as DEF, and
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INDEF, construct state(CON/idafa) ; such as POSS, and NOPOSS, and

Finally case(CAS/case) ; such as ACC, GEN, and NOM

Each of these features is weighted. So when a new word comes, MADA

provides a list of potential analyses by using

a Buckwalter Arabic

morphological analyzer (BAMA), and then the analysis that gains most

of the features will be selected by MADA. Figure 2.13 shows a sample of

MADA outputs
INPUT wsynhY [ Alr}rys jwlth bzyArp AlY trkyA
GLOSS and will finish | the president tour his with visit to Turkey
ENGLISH | The president will finish his tour with a visit to Turkey.

wsynh? 2lrjvs jwlth bzy2rp 21V trky2 .

[ ... 7 additional options omitted ...]

Figure 2.13: MADA output sample [15]

Then MADA was extended to MADA ARZ which is the Egyptian

version of MADA, the main major changes in this extension occurred in

morphological analyzer used. In MADA ARZ, the morphological
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analyzer that used is CALIMA; CALIMA is a Morphological analyzer

for Egyptian Arabic;

Building CALIMA was passed through many stages. Firstly, choose
Egyptian Colloquial Arabic Lexicon (ECAL) which contains 27K verbs,
36K nouns and adjectives, 1.5K proper nouns, and 1K closed class; Each
ECAL entry consists of phonological form, undiacritized orthography,
lemma, and morphological features, then diacritrize each ECAL entry,
then write rules for converting from diacritized form to CODA and rules
for converting from ECAL morphology to LDC EGY POS tags, then
update lemma according to lemma Specification in SAMA, after that

each mapped ECAL entry was converted to SAMA-like representation.

Applying approach described above generates six tabled for CALIMA.
These tables are: complex prefixes, complex suffixes, complex stem,
prefix-stem, prefix-suffix, and stem suffix and each table was also

extended to contain non CODA variants.

CALIMA has 100K stem corresponding to 36K lemmas, 2421 complex

prefixes, 1179 complex suffixes.
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e AMIRA

AMIRA is a tool that is used for processing Arabic; it is based on
supervised learning with no dependency on any morphological
knowledge, AMIRA toolkit contains: Clitic token (TOK), Part of Speech

Tagger (POS), and Base phrase chunker (BPC).

So when an input text is entered to MADAMIRA, it is cleaned and
converted to Buckwalter representation schema, then MADAMIRA
builds all possible analysis for each word using either SAMA analyzer
for MSA or CALIMA analyzer for EGY Arabic, after that MADAMIRA
gives predictions for the word’s morphological features and then gives
score for each word analysis and sorts the analyses according to the
score, after that MADAMIRA tokenizes the top score analysis according
to the schema requested by the user, then MADAMIRA divides the input
text into chunks, Finally MADAMIRA passes the input text to Named
Entity Recognizer in order to mark and categorize the named entities.

Figure2.14 shows MADAMIRA architecture
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’ PREPROCESSOR
Cleans and Preps Input Data

MORPHOLOGICAL ANALYSIS
Generates Analysis Lists

( <SAMA Analyzer> ) ( <CALIMA Analyzer> )
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( FEATURE MODELING \
Predicts Morphological Feature Values via Context

( <Language Models> ) <SVM Models> ;
2

ANALYSIS RANKING
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v
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Used Morphological Features to Tokenize

v

BASE PHRASE CHUNKING
Predicts Base Phrases (Shallow Syntactic Parsing)

( <SVM Model> )

.
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[ NAMED ENTITY RECOGNIZER ) A 4
Marks and Categorizes Named Entities / .
>@)
( <SVM Model> )
. w

Figure 2.14: MADAMIRA architecture [16]

In order to evaluate MADAMIRA ; authors choose a set of 25,000 words
for standard Arabic and 20,000 words for EGY Arabic then ask
MADAMIRA to analyze them and compare MADAMIRA results with

gold annotation list ; the results are : the percentage of words that
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diacritized correctly in MADAMIAR is 86.3% for MSA and 83.2% for
EGY, the percentage of words that MADAMIRA gives its lemma
correctly is 96.0% for MSA and 87.8% for EGY, the percentage of
words that MADAMIRA gives its part-of-speech tag correctly is 95.9%
for MSA and 92.4% for EGY, and the percentage of words that
MADAMIRA gives all morphological features (match gold entry
exactly) correctly is 84.1% for MSA and 77.3% for EGY. Figure2.15

shows MADAMIRA interface

[ nlp.Ideo.columbia.edu/madamira/# ¢ | |8~ Google Pl B ¥ 9

| Most Visited [EE) Google { | Getting Started

&2 COLUMBIA UNIVERSITY
IN THE CITY OF NEW YORK
(i ]
Arabic Morphology
B 'MADAMIRA @

o opastl GBS LW

U Oes +J) <3l L Ll
verb nominal particlg POS: Noun .
P Gender: Masculine L);\A‘}QM

Number: Dual

State: Definite
References. Gloss: today, day, some day,

ever, days
Arfath Pasha, Mohamed Al-Badrashiny, Mona Diab, Ahmed EI Kholy, Ramy Eskander, Nizar Habash, Mana th

| RFC 2014

Figure 2.15: MADAMIRA Demo online interface [16]
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2.4 Remarks on the related works and literature

As we seen previously there are many works done in dialects but most of
them have a lot of issues. These issues may be related to small size of
dialectal data as work presented in sub-section 2.1.1 which has only
33.000 words, subsection 2.1.2 which depends in too small dictionary,
also numbers of queries that designed to collect data from web in
subsection 2,1,3 1is relatively small because there are a huge data

published on the web and 40 queries couldn’t collect all of it.

Also, There is another issue comes from that some works were depended
on Standard Arabic to deal with dialects which didn’t lead to significant

results as work presented in subsection 2.1.2.

Also, all works presented in section 2.1 didn’t take into account the lack

of orthographic and inconsistency in dialectal data.

These previous efforts start being on the train when CODA, and
MADAMIRA which presented in section 2.2 and 2.3 start, but also these
two work have many issues such as CODA need to be extended to cover

more dialects, also MADAMIRA need to be trained on more data in both
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MSA and EGY because sometimes it couldn’t give results for MSA

word.
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Chapter 3

Corpus Collection

This chapter gives a detailed description about the corpus.
Section 3.1 presents corpus collection process and corpus

statistics. Section 3.2 presents corpus database

3.1 Corpus

3.1.1 Corpus collection methodology

As we stated previously, dialects data are founded as oral data, not
as written data, so it is too difficult to find resources for written dialectal
content. Dialect data have also a lot of noise and inconsistency due to the
lack of orthographic standards for dialects. Hence, the same word may be

in different formats in dialects. So lack of resources and noise led to
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many challenges in the collection of high-coverage and high-accuracy
dialect corpora. We decided to focus on precision and variety more than
on size in our corpus, so when we collected our corpus, we tried to cover
a variety of topics and contexts, localities and sub-dialects, including the

social class and gender of the speakers and writers [20].

3.1.2 Corpus Statistics

As we stated above, we are collecting our corpus manually from different
resources, and different context. The most important part of our corpus is
the famous Palestinian series “Watn E Watr s ¢ ¢bs”. Our corpus
documents are:

e Facebook

The text has been manually collected from different Palestinian pages on

Facebook. This is done by crawling many Palestinian Facebook pages

ce * w‘
|

such as: SRt Ul ey page

(https://www.facebook.com/mombdesh2tjwaz?ref=br_tf);  this page

contains several Palestinian jokes in different Palestinian sub-dialects and
it collected in June, 2013, and “Jlull (phald 457 page

(https://www.facebook.com/paldf); this page contains several political
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discussions in Palestinian dialect. Total number of threads in this
document is 35, total number of word tokens are 3120 and total number

of word types 1s 1985. Figure 3.1 shows a sample of Facebook document.

S0 Lo Ly dadua
090 Saie ) Jn Lo
ooee

alsadt oA L Jaab oS30

3 \ 2 ) 3.5, .5 281, e
A paall e gy i\ paiaily oo 58
2000Eal) )

POTET Sl Sl A a5

JB Zape Yy B el e o) pla a Ce Ao IS 4 0 JS ) plan y TS e e | aah e e A

ae Gl 2 pdia Yy ame Sa i b Sye plas Gard 3 Sl iy G ad ey da i A Sage o0 0

GRS GAS Y S Ja B U 3 sa ) e o (g 06 0N a8 B il 4l e s
1B s Uaic: Lo St cJon B B A0 2 pie g e 5 2005 a0l D s o 21 il b 5B UK
AR oyl

Figure 3.1: Sample from Facebook document

e Twitter

The text has been manually collected from accounts of Palestinian
peoples who are tweet in Palestinian dialects; those peoples come from
different sub-dialects. Accounts chosen here are reflecting different
cultures and different sub-dialects such as: “cuball 5507

account(https://twitter.com/Marwa_101 ); this account is for girl from

umme-alfahm, “cLlall 23l se 487 account(https:/twitter.com/Hebahayek

); this account is for girl from Gaza, and “Tamer Hammam” account

42


https://twitter.com/Marwa_101
https://twitter.com/Hebahayek

(https://twitter.com/itamer83); this account is for young man from Gaza.

Total number of threads in this document is 38, total number of word
tokens is 3541 and total number of word types is 2133. Figure 3.2 shows

a sample of Twitter document.

P ORI Wl m o . ' v oo \ Wl el e e ®
Gy Dol Silaall G808 ) e Wy O 5 G Dy e 5 gDy g il Sl e Sy
gl SBae) iy heall 5 0 AU 3 50 Y) e any el o Cppalaal DA Cpalile Ol (50l U8y A adle s |

.44.:'_,5,;:&‘ 45k y aaly ) sy Lo iky A..:.S_;.;’li_.)-é_x.".ﬁ'uk"'_)‘n._.; odse oy J._....I.
" .

SO A el W,

"y 5 W s o Sy

¢

M5 sl ol o WSMS el Sile

| e e 055 0 8 Aggaama iy 111

) b b e Dy ) | Gl el gy Jad Lzl |y 1)

Figure 3.2: Sample from Twitter document
e Blogs

The text has been manually collected from “ bl xe 2aall 22 blog, it
contains many of poets that have written in Palestinian dialect. Total
number of threads in this document is 37, total number of word tokens is
8748 and total number of word types is 4454. Figure 3.3 shows a sample

of Blogs document
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b8 s L ha 8

3ale 4l La Jadl)
Jsdall B Jadllg
3l 4l g pallly

Sl JS La @adl 5 sae

Ol 2l La Jlalal g

Figure 3.3: Sample from “ bl xe aaall 22 blog

e Palestinian Stories

The text has been manually collected from different forums, it contains
six stories that written in Palestinian dialect such as: “alall 5 daua iad”

(http://www.paledream.com/vb/showthread.php?t=16157 ); this story is

written in rural Palestinian sub-dialects, ‘4w 4.8

(http://www.omaniyat.com/vb/showthread.php?t=21995 ); this story is

also written in rural Palestinian sub-dialects, “b 2w 4a8”(

http://forum.sedty.com/t428456.html ) ; which is written in rural

Palestinian dialect, “&30l 43y 5 llall 428 which is written in standard

Palestinian dialect, “3_all 53 _jall 4a8”(
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http://pulpit.alwatanvoice.com/articles/2012/05/10/260140.html) which is

written in Jaffa rural Palestinian dialect, and finally a dialogue between
number of Palestinian rural women. The total number of word tokens is
2407 and total number of word types is 1422. Figure 3.4 shows a sample

of Stories document
ol glenind g lle Akun o dagl 0 Y1 e el S S P dania cadaSl e 2y
Jskall e ije S a5 il e Ul alias

¢ Hullles Aal s tns Ay el e 5 leSae s aa lelhan Vs 555 5
¢ Sled mSaie Lo Lallas ol g B3OS

il 5B Y e Sbanlle Amsa clla a5
;;5_53_5‘9\‘)5.2:&_;1.:43.«35;;5 }d.}é_g‘.a.‘;__:j

oals Jai AloS Alag 53 e 3 s Allas SlelS Lo aslill 508 o I

a._m.a;....‘lap _'ﬂ_»‘a‘a.';j‘;..-s':d‘a 241 k)
Figure 3.4: Sample from Palestinian story

e Forums

The text has been manually collected from “Jlsall (phuld 35 clain

(https://www.paldf.net/forum/index.php), it contains many of the

discussions in Palestinian Dialect. Total number of threads in this
document is 33, total number of word tokens is 1092 and total number of

word types is 798. Figure 3.5 shows a sample of forums document
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i 90 Al agd Jai L g Ll 3 el sl S

2. pUdl ol e 00 o sl pass Ji s 05155 IS A Sl e Jul ciie Jlel2
Jie ) a | slelady (A | pally ity daguiah 2l ) G diali s Aale Clasisa | s ez | sic)
15055 Ly e sSall o e il JS Anfliall ) sae ad il Jiad 53 e g peimsall Opmy | &5
40 SV o st i p seimpe Jhe § peim sl S AR g olaT peaa 15180 1,

o e

\,.4&11;_;.-1_11\5‘,:4_,1.1.;, :L;.‘x;p;;;,bd%@&ﬂ&‘ﬂ%\»)&\\;‘ﬁ\g&jbﬁ
Ll Al (3]
3. o3

Ll sale me SIKS

O3l a3 7 5l 100J) 358
Figure 3.5: Samples from Forum

e Palestinian Terms

It is one document that contains 556 Palestinian terms with its meaning;
these terms are collected manually from the web

(https://www.paldf.net/forum/showthread.php?t=119188 &page=2).

Figure 3.6 shows a sample from these terms.

I EN SRNORON

oAl C e AN 5SS B g dan d H e o alad L assl
5 peiz Le saly (i f) apalalle = 5

etz Alaa oy gz /) Slan 5o

e e o dalt 558 B Hails G de Jaiis e e e leie oS el (A Gale (B = e,

&_;L.:l‘_).s\i.s]:&_;l.ﬂ\_).-\_;zi_:__;_,ﬂ\

Figure 3.6: Samples from Palestinian terms

46


https://www.paldf.net/forum/showthread.php?t=119188&page=2

o “ s shi” Series

Episodes of “_ s ¢ ohs” series, which was broadcast on the “4sidanlal”
channel, that have been obtained from those in charge of the series in
the“slis = e, and the idea in series based on a critique of the conditions
of Palestinian society in Comic way. Total number of episodes is 41,
total number of word tokens is 23423 and total number of word types is

8459. Figure 3.7 shows one of “_is & hy” episodes

PR KU KPICN

(G238 O Jala JS Juak) (A G A8 gana AL 43S B Jale

ol lmy e ceam s GO g Y paally C Sl ()Tl Y O el Y as W 50 (R Le sdalad)
slas B} cgua 55 URe A o) pes o

il Jaa

e sl

s 51 Gl rdalad)

51 afUal)

Sl Y, o Y o dalall

s Uall

(A3l Aztaes CalUall) saiell 355 e sladl 28l (o) s dalal)

sacs goasi Ol Sluic D 5 I (Jeal) dazal s (e Sl sem 53V ST A poall Jine e Sa) gy T alad)

2 12

,\)....' .J_’.'LA .‘_"'3.‘.5.1 e K PN e .i..‘_);ai\ "A )lg!..: "“55‘.;.._ ‘,E\}..—. v:""‘“" —aas

Figure 3.7: one of “jis ¢ by’ episodes
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e Dictionary of Palestinian Vocabularies and Loan words” s>

Jidall g el

cci” ITIPRL)

It contains Palestinian Dialect words from to “w¢”, and for each word,
author was listed the meanings of a word, and where to use it, along with
its corresponding Standard Arabic word, it also contains 53
morphological rules for Palestinian Dialect. Total number of pages in this
book is 646, and total number of interpreted terms as ( ...zhsb < sa) ¢ (una
&) is 5595. The Author of Book is Hussien Ali Lubany, and Publisher of
The Book is Lebanon Library. Figures 3.8 -3.10 show samples from the

dictionary

Figure 3.8: Sample from Dictionary
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Figure 3.9: Sample 2 from Dictionary

Figure 3.10: Sample 3 from Dictionary
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3.2 Processing and Storing collected text

This section presents our work on parsing and storing collected texts in
N-gram models. This work is conducted at the beginning of the research,
but it turned out that is not needed as DIWAN tool was used to annotate
the corpus. It is presented here as we think it is important when extending
our work to for example annotating phrases, rather than only words in the

corpus.

3.2.1 Storing methodology

Storing the corpus data is a preliminary step to achieve our goals, so
we retrieve and manipulate the dialect words easily. To maximize the
dialect words that we could extract from the available resources we
decided to store the data using N-gram model (considering N €[1-4]),
this - due to the fact that -people -do not only use- single words but also
phrases to express every things. We also decided to store the position of
the word in -the document; this position can be used later to generate an

equivalent document in Modern Standard Arabic (MSA) after translating
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the dialect words into their correspondence MSA words. Figure 3.11

shows an ER model for corpus database

ram_PakeSinian_Dislect_Words_Dac
palestnian_Dial_woed_id
word
Ramooz_word_Un\ocized |R=mocz_sil_ward=_Id Document_ID

Ramoaz_sii_word=_ID Remocz_Disiect_jookup_Id

Ramoaz_word_Vocalzed Pei==tnen Daked Words 1d Lart_word_posiion
end=At_wond_gastion
saragrag_no

Ramoaz_wand
un\Voized_word
nol_n_Proceming
manual_confirmed_jts_Dislect

Trigram_Pal=inian
joalesSnian_Dial_word_d

ward
Document_Engl=h_Nam= Document_ID
[Documnent_Descigfon l=tartil_woed_gostion
Document_Ydypoe l=nd =A%_word_position
Document_pages jparaqmph_no

[Document_words R amoaz_word
unVocaliz=d_word
jhak_in_Proc===ng
Imanusl_confrmed_j=_Dislet

jnanual_confirmed_its_Dislect

Bigram_Palesfinian_Dakd_Words_backup
jpale=Snian_Dial_word_jd

Leccon_words_Id

&) word word
Stop_word word_mesning Document_ID
Disimct. Stop_word_Yesto Ramooz_word letartAl_word_sostion
vocaliz=d_word J=nd=A%_word_postion
fparaqmai_no

Ramoaz_word
unVocalized_word
jrat_in_Proc=s=ing
jnanual_confrmed_iXs_Dislec

Figure 3.11: Database ER model
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As shown in Figure 3.12, “Document” table is used to store the
information about each document in the corpus; those information —are:
document name, document description, number of pages, and number of

words.

Figure 3.12 shows a sample of data in Document Table.

i

Document ID +| - Document English Name  + Document_Arabic Name v Document Description ~ Document typ » Document_ » Document_words +

N 1 Palestinian Dialect-Facebook s el gl dy gl b Claicd (e MicrosoftWord 27 7
B 2 Pelestinian DidectTwitter - Al gl ( Kl g . MicosoftWord 15 il
N 3 AbdAlhamid blog bl 10 gl s L Al s i Microsoft Word - 42 9087
| 4 Palestinian Sories Wbl o Al Aoty o o MicrosoftWord 11 m
N 5 Palestinian Forums ol ol 2 ot 20136 s J g Microsoft Word 7 83
| 6 Palestinian Vocubalries A ol )l gl 2 ot Microsoft Word 7 150
oo 7 WatndWater-Saddestarabic e ek sf oy g K AL i MicrosoftWord 4 1058
B 8 Watn3Water-UnemplojedSong s i le il fyp oy g s e wnd Microsoft Word 2 %
N 9 Watn3Water-Program3 Bl s oy g K A s Microsoft Word 3 52
B 10 Watn3Water-Programd iy oy g K bl il Microsoft Word 4 9
N 11 Watn3Water-Programpinal ¢ pai - iy oy g K ol s MicrosoftWord 3 57
B 12 Watn3Water-Programs Sy by g K bl il Microsoft Word 4 1015
N 13 Watn3Water-palestininanDream el sl g oy g K A s Microsoft Word 3 U
B 14 Watn3Water-Tares ol fyp oy g K ll i Microsoft Word 3 46
N 15 Watn3Water-Family Q- fyp oy g K A s Microsoft Word 3 803
B 16 Watn3Water-ProgramMovies 8/ gl sl iy p ooy g K ll i Microsoft Word 3 5
N 17 Watn3Water-ProgramOfProgram; s o st i i oy g K A s Microsoft Word 3 W
B 18 Watn3Water-gasoline gD Oy g K ll i Microsoft Word 3 606
N 19 Watn3Water-Takhareef Gl fyp oy g Ky Al s Microsoft Word 4 718
B 20 Watn3Water-Turkish SFip gl g K bl il Microsoft Word 4 ™

Figure 3.12: Document Table
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Tables (Palestinian Dialect words, Bigram Palestinian Dialect words,

Trigram_Palestinian_Dialect words,

and

Fourgram Palestinian Dialect words) are used to store N-gram model;

each of these tables has: N-gram data (1, 2, 3, or 4 words), document that

N-gram data related to, paragraph that N-gram data located on it, and

position of N-gram data in the document. Figures 3.13-3.16 show

samples from these tables

] Document | —| Palestinian_Dialect. Words_backup

palestinian_ ~ word
! 'u:
2 »
3da
4 &)
5 Sao
6
7 LS5
8 L
9L
10 »
11 sl
12
13 &
14 X
15 o2
16 'seaaliiy
17 Y5548
18 e
19 3—-—‘,';43‘
20 '
21 Asdall

22 55

I B B O N B B O B B B B B B B = N~ R B B S e

» Document_| ~ startAt_word_position v endsAt_word_position
0

6
10
15
24
27
36
40
43
46
56
59
62
67
70
80
88
92

100
103
117
120

23 2

14
20
26
35
39
42
45
52
58
61
66
69
79
87
91
99
102
110
119

AR R e R e e e e e R el R il e e e e = = i i =

Figure 3.13: Palestinian Dialect words Table

123

paragraph_no

53

<

W W NN NNNMNMNNNNRSRSPRBPRSMS#MSOOOO O O



| palestinian_-| word - |Document | -

startAt_word_position ~| endsAt word_position -~

1k 1 0 5
2da » 1 3
3 el Ja 1 6 14
4 oKaie &) 1 10 20
5 s oLS 20 1 27 39
6 Lo et 1 36 42
72k 1 40 45
8l 1 43 52
9 &g 1 59 66
10 5 S 1 62 69
11/} 500355 5 1 67 79
12 V58 |sendiidy 1 70 87
13 o Vs 1 80 91
14 Ljndl o 1 88 99
155! Ayl 1 92 102
16 dedlal) 5 1 100 110
17 o 52 1 117 123
18/ sl 1 120 127
19 3! sla 1 124 134
20 (Ko 2 1 128 140
21 Jay &) 1 152 161
22 5% Jla 1 157 167
23 s |l 1 162 172

Figure 3.14: Bigram Palestinian Dialect words Table

| palestinian_ v| word ~ Document_| ~ | startAt_word_position -~ |endsAt_word_positic ~

| 1ds 5ol 1 0 9
| 2 @il Ja 50 1 3 14
_ 3 oSaic @l Ja 1 6 20
| 4 Lo L LS5 1 27 42
_ 5 5 Lol 1 26 a5
| 6 sl e 1 40 52
_ 7 5 58 g 1 59 69
| 8 iy i K 1 62 79
_ 9 sl pendindy o 1 67 87
| 10 o 1m0 | eaiy 1 70 91
| 11 el o Vg8 1 80 99
| 12 5 Al o 1 88 102
| 13 Al 5l A 1 92 110
| 14 5o ol 55 1 117 127
_ 15/ 73 sla o 1 120 134
] 16 Sxie 30 Sla 1 124 140
| 17 '3 Jas =) 1 152 167
| 18 s B day 1 157 172
| 19SSk s 1 162 178
| 20 'shas Sl Jase 1 168 184
| 21 S Lsheas <€ e 1 173 187
| 22| 55 S Vslany 1 179 191

23 48 5 S 1 185 195

= — TT= = 1=

Figure 3.15: Trigram Palestinian Dialect words Table

paragraph_no

paragraph_no

BB R W W W W NNNNNNNNR RO OO O

AA BB A DA DWEROWNNNNNNNRERROOO !
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[j Fourgram_Palestinian_Dialect_Words_backup

palestinian_ ~ word v Document_| v | startAt_word_position ~| endsAt_word_position

fled da ol 1 0
2 ofaie il Ja o 1 3
1 27

1 36

1 59

1 62

1 67

1 70

1 80

10 Axalal) 5l Al padl o 1 88
11 3l sla and 55 1 117
12| oSaie 30 Sl o 1 120
13| e a3 Jlay 22 1 152
14 S5l e Va3 oy 1 157
15 Lshas € e sosu | 1 162
16 S Vskan s S jla jasu 1 168
17 052 S lshan s 8 jla 1 173
18 438 52 S skns 1 179
19 el 48 s S 1 185
1 188

1 192

1 196

23| zla s sy dae 1 202

Figure 3.16: Fourgram Palestinian Dialect words Table

3.2.2 Storing Schema Statistics

Database statistics are shown in Table 3.2

~ | paragraph_n ~

14
20
45
52
79
87
91
99
102
110
134
140
172
178
184
187
191
195
201
205
210
214
218

Table Name

Contents

Document Table

50 documents

Palestinian_Dialect words Table

43090 words

Dictionary of Palestinian

Vocabularies and Loan words” aas

5595 terms

HHE BB BE R BAEBRBEBEBEWWNNNNNNEREROO
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Jidall g ealad)”

Table

Bigram_Palestinian_Dialect words | 37043 pair of words
Table
Trigram_Palestinian_Dialect words | 32022 triple of words

Fourgram_Palestinian_Dialect words

Table

27684 four of words

Table 3.1: Data base tables statistics

Finally, The total Number of the distinct words in the corpus is 25402
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Chapter 4

Corpus Annotation

This chapter gives a detailed description about annotation
approach followed in this thesis. Section 4.1 presents the
annotation specification. Section 4.2 discusses the
annotation process that followed. Section 4.3 discusses the

importance of using annotation tool.

4.1 Annotation Methodology

Annotation is a process that aims to annotate each word with relevant
Meta data; these relevant Meta data are helpful in many applications such
as translation, morphological analyses; these Meta data -could be part-of-

speech tagging, stem, gloss, equivalent MSA... etc. The annotation will
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be more helpful if it is done in a context because the same word may

have different analysis and different meanings in different contexts.

So imagine that we have a word with its Metadata such as an equivalent
word in MSA then we can use it in application that translate from dialect
to MSA, on the other side we can use English meanings in application
that translate from Dialect to English. We followed the annotation
methodology provided in [20], which requires annotating every word in
the corpus with Metadata, such as prefix, suffix, stem, lemma, part-of-

speech, gloss and MSA lemma, defined in [20, 17] as the following:

e Word: it is the row data as it appeared in the input data; and it is
represented in Arabic

e Word (Buckwalter): it is the row data as it appeared in the input
data; but it is represented in the Buckwalter transliteration [22].
Examples of Buckwalter transliteration: letter "k" is written as "T"

5
H\H

in Buckwalter, letter "" is written as "*", the letter "" is written as
">""and letter "u=" is written as "S".

e Surface (Unicode): It is written in Arabic characters, and it is

reflecting the word written as CODA specification presented in
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chapter 2, and there is a work in progress to extending it to cover
Palestinian Dialect; So As we stated in [17] Palestinian dialect
does not have a standard orthography and we can’t also use the
MSA orthography because there are many differences in
phonological, morphological and lexical. Also, Palestinian people
write the dialect in different ways that reflect the differences in
phonology; for example the word “448>” -might be written in four
ways, such as “488s” a4y’ PASSy” 74ae 3’ Similarly, if a word has
many long vowels, then it may be written in different ways, for
example the word “uSluwe” maybe also written as “(Swe”by
shorting the first vowel. PAL also has some qualities that do not
exist in MSA, which may be written in different ways, such as the
Palestinian future particle z which is written attached to the verb

ba

that followed it such as “zs_ a” or separate from the verb that
follows it such as “zs)) z”. Finally, there are words in the

Palestinian dialect may be written in different forms such as

"4..;'4‘):1"’" . ,):‘", and ”;L_-AJ_) ”.
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All of these problems can be covered by applying the guidelines of

EGY version of CODA, but there are unique Palestinian problems that

we need to be deal with, such as: adding the letter “<” to the list of

letters that spelling in different forms in dialect because it may be

spelling as “&/k” or as “/t§/, adding the non-EGY to the list of clitics

such asdemonstrative proclitic oh+ ; e.g.: <uidla ¢ sballa « Jxilla and

Conjunction proclitic <t+ ‘so as to’, e.g., IS sa i ¢ <o and

Finally extending the list of exceptional words to cover additional

Palestinian words; an example of these words is word " s»" which

corresponding to " s w" in Standard Arabic, Table 4.1 provides a sample

from it
CODA Non-CODA Variants English
Demonstrative Pronouns 13 fale-Lle this, that [3ms]
s s hla hat [3fs]
e e e at2is]
s Jsha-dg , those [3p
Y g <Y gkl g these, those [3p]
o e g There he, itis

Table 4.1: Sample of Exceptional Palestinian words [17]

e Surface (Buckwalter): The Buckwalter transliteration of the

Surface.
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Lemma: The lemma is the dictionary entry that abstracts all
inflectional morphology. The lemma for the verbs is the third
person masculine singular perfective form and for nouns is the
masculine singular form if available or feminine singular form if
masculine is not available. The lemma of the word is written in
Buckwalter transliteration. E.g.: for the word “s_»” the lemma is
“sl 7, for the word “2¥” the lemma is “J5”, for the word “<l )l
the lemma is “3_t", and for the word “»+" the lemma is “&/”

Buckwalter POS: it is the fullest part-of-speech (POS) of the
word; it combines prefixes, stem, and suffixes of a word with their
tags. Tags that used here are the tags that define in[21], these tags
are classified to many groups such as Nouns which have basic tags
as for example NOUN and NOUN_ PROP and also have related
tags that come as prefix e.g. “DET” for “J” or as suffixes
e.g”’NSUFF_FEM_PL” for “cl"(&uisall sea) ,  another group is
Pronouns group which have many tags(PRON-1S e.g. “Ul”
,DEM_PRON e.g. “”(Jxiw) REL PRON e.g. “A”, pronouns

that reflect objects of the verb e.g. PVSUFF DO: 1S for “s” in
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“s==”, pronouns that reflect subjects of the verb e.g.
IVSUFF_SUBJ: 1P for “U” in “lésis”  etc), another group is
group for adjectives which have tags(ADJ,ADJ COMP), verbs
group which have tags ( IV for imperfective verb”g Jbias J28” PV
for perfective verb “ =l J=8” CV for command verb  Jzé
»I”._etc), Adverbs group that have tags(ADV, REL ADV),
particles group that has tags(NEG PART for negations e.g.
"W" 7”7, PROG_PART for progressive part in imperfective verbs
e.g. “@”in “Ssy” . .etc), and Finally there is a tag “PREP” for
prepositions as ,"(="CONJ for conjunctions such as “s”, INTERJ
for interjections such as "Ss", PSEUDO_VERB such as “<u ",
TYPO such as “u=21’, and VERB such as “Lils”,

Examples of pB:

- 4ssa— STH/NOUN+ p/NSUFF_FEM_SG

- s3> A/IVIS+ tjwz/IV

- > ymA/NOUN

- Uy bd/IV+ y/IVSUFF_SUBJ:1S+$/NEG _PART
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e MSA lemma: the equivalent lemma in Modern Standard Arabic
(MSA). e.g.: for lemma “&" in the Palestinian dialect; the
corresponding lemma in MSA is “s&a”, for lemma “x” the
corresponding lemma in MSA is “3/_”.

e Gloss it is the corresponding meaning of the lemma in English.

e Annotator A specification of the source of the annotation; e.g.:
diwan_approved meaning that annotation approved by annotator

using DIWAN tool, MADA meaning that annotated automatically

By MADAMIRA
wd ol i S S uhel BRSO W gs AW
1 i Sfip STHINOUN  p/NSUFF FEM 56 SfHp  Safokap 1 busSTH/NOUNsp/NSUFF FEM S6 Safotp 1 pageleaf diivan_approved
1 lymh JMANOUN ymAyamA 1 buHymANOUNE mioomy diwan aporoved
3 aubdys (nullvaS ba /v YISUFF SUBLISHS/NEG PART bdyS b 1 bwe{null IVLSeba)Ivay/IVSUFF SUBJASHS/NEG PART sarAd 1 wantdesireintend diwan agproved
b A hiy/PRON 3MS b huwa L buh/PRON M+ huwa 1 tfhe diwan aporoved
1 sl HAINOUN HAL - HALL  buHA/NOUNE HALL  situatonscondition; divan approved
8 cdlAt AJOET  nt/NOUN PROP At Alnit* 1 bwAJ/DET+nt/NOUN PROP Alit* 1 internet [CAUMA] dian approved
41 (i ndkn EnG/NOUN  kn/POSS PRON 20 Endkn Einod 1 bu+End/NOUNkn/POSS PRON 2P Einod 1 with/at [SAMA]  diwan_approved

Table 4.2: Annotation Specification Example
One of the decisions that was taken in the annotation methodology [20] is
to discard diacritizion when write Buckwalter POS, this decision was
taken in order to minimize the load on the human annotator, and also

because EGY and MSA generates morpheme and lexical items that differ
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from PAL only in the short vowels. Finally, in the methodology
considers diacritized Lemma only because it has a critical role in

generating suitable gloss.

4.2 Annotation process

4.2.1 Using MADAMIRA

Now, after collecting our corpus, and specifying our annotation
specification, the question up to mind is: how can we annotate our
corpus? shall we annotate it manually or by using certain tool then
annotate it automatically? In order to answer these questions we decided
to make an experiment and then according to the experiment's results we
decided to use DIWAN tool to annotate our corpus which internally
annotate the words using MADAMIRA which presented in chapter 2.
This experiment starts by choosing randomly an episode of the PAL TV
show “Watan Aa Watar” (460 words), then entering it through both
MADAMIRA-MSA and MADAMIRA-EGY to analyze it, after that we

analyzed the output that we get from both systems to determine if it's
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usable to annotate our corpus or not. Tables 4.3 and 4.4 show samples

from experiment results for both EGY and MSA, and Table 4.5 shows

experimental results

A B C D E F G
1 Word Diac lex pos bw gloss Status
2 bdhA-by bud*hAbY  sbud™ 1-X :noun :bud™/NOUN+hA/POSS_PRON_3FS :escape;avoiding_[SAMA] Wrong
3 SHAl-Jas No ANALYSIS
4 mSynA-liste ‘magraynA-luie imadtay 1 verb :ma$"/PV+aynA/PVSUFF_SUBL:IP  :make_walkadjust;be_made_to_walk;be_adjusted_[CALIMA] Correct
5 nAs-o NAS- nAs_1-pd :noun :nAs/NOUN :people_[CALIMA] Correct
6 qd-= qado-% :qado_1-3 :part_verb  :qado/VERB_PART :may,_might,_perhaps,_maybe,_possibly, probably [SAMA] Wrong
7 ybArk-dly yibArik-4j  tbArik_1-44 werb yi/IV3MS+bArik/IV :congratulate;bless_[CALIMA] Correct
8 kyf-cis *kayof- kayof 1 :adv_interrog :kayof/INTERROG_ADV :how;what_degree_[CALIMA] Correct
9 djAj-gls dajAj-zls :dajAj_1-zls: :noun :dajAj/NOUN chickens;poultry;fowl_[SAMA] Correct
10 AIHMAT- sl :AIHUmAF- o) :HumAr_l-J-ni :noun :Al/DET+HumAr/NOUN :donkey;donkeys;jackass;fol;stupid;dolt;lever;vulgarity [CALIMA] Correct
11 Axdt-cs! saxadit-2l ‘Aaxad_1-/ wverb :>axad/PV+it/PVSUFF_SUBJ:3FS :take;begin;be_taken;convey;treat;chose;receive_and_gain;marry_[CALIMA] Correct
12 rqm-4, “ragam-#) ragam_1-+) :noun :ragam/NOUN :number_[CALIMA] Correct
13 wnS-uals :winuS’“—f;al:; :nuS”_l-:;af‘ :noun_quant :wi/CONJ+nuS"/NOUN_QUANT half_[CALIMA] Correct
14 | AIAKI-SY) Alakol- &< :>ak0|_l-J$={ :noun :Al/DET+>akol/NOUN :eating;consumption;food;meal_[CALIMA] Correct
15 ltngng-ssd No ANALYSIS

Table 4.3: MADAMIRA EGY Result

A B C D E F
1 Word Diac lex bw gloss Status
2 bdhA-bax budihA-b 2 sbud” 1-4 :bud™/NOUN+i/CASE_DEF_GEN+hA/POSS_PRON_3FS :escape;avoiding Wrong
3 [SHAI-Jas SHAI-Jas SHAI-Jas No ANALYSIS
4 mSynA-liia :maSoyanA-Liz :maSoy 1- %  :maSoy/NOUN+a/CASE DEF_ACC+nA/POSS_PRON_1P :going;walking Wrong
5 nAs-p NAs-d nAs_1-pb :nAs/NOUN :people Correct
6 qd-£ :gado- :qado_1-3 :qado/VERB_PART :may,_might,_perhaps,_maybe,_possibly,_probably Wrong
7 |ybArk-dy :yubAriku-’-’Ué :bArak_1-43L 1yu/IV3MS+bArik/IV+u/IVSUFF_MOOD:I :bless;approve;congratulate Correct
8 kyf-as :kayofa-Lal kayofa_2-&€  kayofa/REL_ADV :how Correct
9 |djAj-zl> :dajAjK-zla2 :dajAj_1-zi>>  :dajAj/NOUN+K/CASE_INDEF_GEN :chickens;poultry;fowl Correct
10 AIHMAF- ) AHImATU-Ses)  :HimAr 1- s :Al/DET+HimAr/NOUN+u/CASE_DEF_NOM :donkey Correct
11 | Axdt-cusl Axdt-cus! ‘Axdt-cusl No ANALYSIS
12 [rgm-&, ‘ragomu-2) ‘ragom_1-2 :raqom/NOUN+u/CASE_DEF_NOM :number;numeral Correct
13 |wnS-uals ‘wanaS*a-iai; nas™-u_1- ai  :wa/CONJ+naS™/PV+a/PVSUFF_SUBJ:3MS :stipulate;specify Correct
14 | AIAKI-SY) Al>akola-(8Y! :>ako|_1—J§ :Al/DET+>akol/NOUN+a/CASE_DEF_ACC :eating;consumption Correct
15 |ltngng-gisil Jltngng- gl :ltngng- gl No ANALYSIS

Table 4.4: MADAMIRA MSA Result

EGY MSA
Number (Percentage Number |Percentage
NO_Analysis 43 9.32% 82 17.78%
wrong _Analysis 80 17.35% 91 19.70%
correct _Analysis 338 73.31% 288 62.47%

Table 4.5: Experiment result
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As we noticed in Table 4.5, Egyptian dialect looks close to Palestinian
dialect; this 1s because we focus here on written data not in oral data.
Palestinian and Egyptian people write, for example, “<i” in the same
way, although both pronounce it differently.

The last column "Status" in tables 4.3, and 4.4 isn't generated
automatically by MADAMIRA, we added this column manually
according to analysis that generated by MADAMIRA; we gave "No
ANALYSIS" to words that MADAMIRA fails on it, also we gave
"Wrong" to words that MADAMIRA returned wrong analysis in
somewhere on it such as gloss, POS, lemma, and finally we gave
"Correct" to words that MADAMIRA returned correct analysis for it in
all parts(correct gloss, correct POS, correct lemma).

Words with status No Analysis in Tables 4.3, and 4.4 refer to the words
that the morphological analyzer couldn't analysis it. There are many
reasons that cause failure in analysis in MADAMIRA such as the word is
totally Palestinian (it is used in the Palestinian dialect only), e.g. word in

entry #2 “Jud”, and word in entry #15 “&25 in Table 4.3.

66



While the wrongly analyzed words are words MADAMIRA gives it
incorrect part-of-speech (POS) or incorrect lemma or incorrect gloss. An
example of wrong analysis is the word in entry#l “La” which
MADAMIRA-EGY analyze it as noun while it is a verb and it is a totally
Palestinian word. In general, the results show that we can use
MADAMIRA-EGY to annotate our corpus because almost it gives

correct analysis or give analysis that need some modifications.

4.4.2 Manual Annotation

After annotating the corpus using MADAMIRA-EGY the total
Number of words annotated By MADAMIRA-EGY is 55586 (16,334
unique); number of words that MADAMIRA EGY returned
NO_ANALYSIS is 1689 word from 55586; these words which
equivalent to 1244 unique words are annotated manually. Figure 4.1

shows sample from MADAMIRA result
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word_id diac lex pos bw |gtoss
1| safoHap SafoHap_1 noun SafoH/NOUN+ap/NSUFF_FEM_SG page;leaf;pages;leaves_[CALIMA]
2| yam~aA yam~ap_1 noun yam™~/NOUN+ap/NSUFF_FEM_SG side;part;direction;sectors;offices;institutions;officials;inc
3| bad~ays bad~aY_1 verb bad~aY/PV+(null)/PVSUFF_SUBJ:3MS+$/NEG_PART | TBA_[CALIMA]
4| Aatojaw™iz Aitojaw”iz_1 | verb Aa/IV1S+tojaw™iz/IV marry;get_married_[CALIMA]
5| mA mA_1 part_focus | mA/FOCUS_PART TBA_[CALIMA]
6| huw™a huw~a_1 pron huw™~a/PRON_3MS it;he_[CALIMA]
7| HAI HAI_1 noun HAI/NOUN situation;condition;case;situations;conditions;cases_[CALI
8| Aln™it™ nit~_1 noun Al/DET+nit™/NOUN immediately;at_once;immediately_after;boiling;boil;right
9| Einodkun™a Einod_1 noun Einod/NOUN+kun™~a/POSS_PRON_2FP with/at_[SAMA]
10(? ? 0 punc ?/PUNC ?
58|kASyr kASyr 0 NOUN_NUM [NO_ANALYSIS noun_num

41226|$HAI SHALLO ADJ_COMP  |NO_ANALYSIS adj_comp

11)? 2?0 punc ?/PUNC ?
12(? ?0 punc ?/PUNC ?
13[? ? 0 punc ?/PUNC ?
14| lil>azokiyA' zakiy™_1 noun 1i/PREP+AI/DET+>azokiyA'/NOUN pure;blameless_[SAMA]
15| fagaT fagaT_1 adv fagaT/ADV only_[CALIMA]
16| mA mA_1 conj_sub mA/SUB_CONJ that;if;unless;whether;as_long_as;as_soon_as_[CALIMA]
17| huw~a huw™a_1 pron huw~a/PRON_3MS it;he_[CALIMA]
18| AljawAb jawAb_1 noun Al/DET+jawAb/NOUN answer;answers;letter;letters_[CALIMA]

Figure 4.1: Sample of MADAMIRA EGY Result

Figure 4.2 shows a sample from words that annotated manually

WORD_BW WORD_AR |LEMMA__AR [LEMMA_BW POS CODA POS BW

syArtyn S 3l [sayArap_1 noun :|sayArat/NOUN+iyn/NSUFF_MASC_DU

Sykt L <lis|$~ayak 1 verb $~ayak/PV+t/PVSUFF_SUBJ:1S

*bHtwnA Lgiag | *abaH_1 verb 3| *abaH/PV+tw/PVSUFF_SUBJ:2P+nA/PVSUFF_DO:1P
>bEt*r Jic!|AiEota*ar_1 verb el b/PROG_PART+A/IV1S+Eota*ir/IV

>bqdr$ 3| gidir_1 verb 5,55 b/PROG_PART+A/IV1S+gadar/IV+$/NEG_PART
>fTrtwA i |>afoTar 1 verb 7 kil >afoTar/PV+twA/PVSUFF_SUBJ:2P

>gAnykm i|>ugoniyap_1  |noun i|>agAniy/NOUN+kum/POSS_PRON_2P

>kbr \|>akobar_1 adj_comp \|>akobarr/ADJ_COMP

>lgAz <J|luguz_1 noun li|>alogaz/NOUN

>sbtlkm i|>avobat_1 verb | >avobit/PV+l/PREP+kum/PRON_2P

>wrdgAn >wrdgAn_1 noun_prop >wrdgAn/NOUN_PROP

>wh {|>wh_1 interj >5\|>wh/INTER)

ASFTy SafaT_1 verb =it [AuSofuT/CV+y/CVSUFF_SUBJ:2FS

ASkrwA | Sakar_1 verb !5 53| AiSokur/CV+wA/CVSUFF_SUBJ:2P

ASrHIWA G| SaraH_1 verb 1 7 53| A/IV1S+SoraH/IV+l/PREP+uh/PRON_3MS
AHsn ! oal|AaHosan_1 adj_comp (a!|AaHosan/ADJ_COMP

ATIE ol ck[TiliE_1 verb &L'A/IV1S+TolaE/IV

AlY < S<ila_1 prep J|<ilA/PREP

AETytwny o sike) ke [>aEoTY 1 verb < 5ike!|>aE0Ty/PV+tw/PVSUFF_SUBJ:2P+niy/PVSUFF_DO:1S
AHbhA [N a[Hvab_1 verb Lesi|A/IVIS+Hib/IV+hA/IVSUFE_DO3:MS

Asly (et slsi[>aSoliy_1 noun shsi|>aS0liy/NOUN

Figure 4.2: Sample of Manual Annotated List

4.2.3 Correct errors and fill in gaps using DIWAN

After we annotated NO ANALYSIS words manually; we started

with the next step which is to make a double check over other words that
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annotated by MADAMIRA EGY to verify it if it is analyzed correctly or
not, then to correct words that are annotated wrongly. A decision was
made to do this step using DIWAN tool. DIWAN is a tool developed at
Columbia University for text annotating. DIWAN takes a text as input; in
this case a text is a MADAMIRA EGY output file, then DIWAN shows
every word with its annotation for annotator; annotator may choose to

save it as is or to make some updates on it. Figure 4.3 shows DIWAN

&) x
528 words
Choose Fie 1 checkall
araword bwword SID  wposition Sentence
AR 142057 :_n—_z-_ TSI
&] Clg=ul 93 Lo bad8 cLS;W
| '138 ") mA 7 91 _u|<>_|,u\,ul,,.\Jlg,,pglmwuymummygw:uuy)lms;,ab,.u
L [ s61 b mA 60 5 G Lo s ad 0 3y
> ‘ i
N || Lo =] Semimz |3
Keep diacritics 227272 gSic il Jo Bl
7 Annotation | Orginal Ted :

© Fraquency Oder © Taxz Ovler N © Buckwalter

)[R )

|| B —— mA (e 0 x
From: 0 To: 500  Alwords: 56700 +mA/FOCUS_PART+

mA/FOCUS_PART

®© sHow B B | | SEARCH || SAVE
500/ From 500 mA b part_focus v mA_1 1 b
bw ara .. Gloss:TBA_[CALIMA] mA_1 1 b [Notapphcabl v] [Nolapphcable v]
SfHp e Il MADAMIRA rm - [Notapplcabl ~| Notapplicable |
ymA ™
bdy$ il
;2‘"1 1”:: MSA (SAMA) | Egy (CALIMA) [ Levant(DIWAN) [ Levant(DIYAM) | Arabic keyboard | Google transiate |
hw 5 word diac prix stem sfx anlz
HAI J>
Alnt il
Endkn oSus

Figure 4.3: DIWAN Interface

So as shown in Figure 4.3, annotator chooses the word, then clicks
on it, then check the annotation appeared and either save as it or make

some changes on it; most of the time the changes are occurring in POS,
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English Gloss, and MSA. Output saved in files that looks like
MADAMIRA EGY file with two extra attributes which are: Source mod
to indicate if the annotator updated it or not (No: annotator does not
update it, Yes: annotator update it), ANNO  which has value
diwan_approved to state that annotation is verified By DIWAN. In This
Thesis the number of words that double checked By DIWAN are

18743(501 unique words). Figure 4.4 shows sample from DIWAN output

word_id | word word_bw Surface lex POS Bw MSA lemma gloss pos. S_M _|anno
673 LAl Allh All~'h_1 +Allh/NOUN_PROP+ All~'h_1 Allah;God noun_prop | No diwan_approved
30071 Ju |EmAd EmAd EimAd_1 +EmAd/NOUN_PROP+ EimAd_1 Imad noun_prop | Yes diwan_approved
10124} w|ymA ymA ymA_1 +ymA/NOUN+ >um~y_1 my mother noun Yes diwan_approved
4] e [>tiwz Atjwz Aitojaw~iz_1 | A/IVISs+tjwz/IV+ Aitozwj_1 marry;get_married_[CALIMA] verb No diwan_approved
6| #|hw hw huwa_1 +hw/PRON_3MS+ huwa_1 it/he_[SAMA] pron No diwan_approved
2843|? ? ? ? 0 +7/PUNC+ 0 ? punc No diwan_approved
38402 42/hAd hA*A hA®A_1 +h*A/DEM_PRON_MS+ h*A_1 this_[masc.sg.] pron_dem | Yes diwan_approved
31 adali| AljAMEP AljAmEp jAmoEap_1 Al/DET+jAmE/NOUN+p/NSUFF_FEM_SG jAmoEap_1 _[CALIMA] noun No diwan_approved
29| | Almdrsp Almdrsp madorasap_1 | Al/DET+mdrs/NOUN+p/NSUFF_FEM_SG madorasap_1| school;schools_[CALIMA] noun No diwan_approved
492 ciaial| AISFHAL AISfHAt SafoHap_1 Al/DET+SfH/NOUN+At/NSUFF_FEM_PL SafoHap_1 pages;leaves_[SAMA] noun No diwan_approved
491 ~Z|tqlb tqlb qalab_1 1/IV2MS+qlb/IV+ qalab_1 turn_around;reverse;overthrow;topple_[CALIMA] | verb Yes diwan_approved
2606 J=|tqdr tqdr qidir_1 t/IV2MS+qdr/IV+ AStTAE_1 able_to;be_able;be_able_to,be_capable_of;mal verb Yes diwan_approved
26584/ Je2|jhAz jhAz jihAz_1 +jhAz/NOUN+ jihAz_1 machine; ;system;eqy noun No diwan_approved
486 —=<dubAImKEDAT | bAIMKEDAt mukaE~ab_2 b/PREP+AI/DET+mkEb/NOUN+At/NSUFF_FEM_PL mukaE~ab_2 | cube;cubiform_[SAMA] noun No diwan_approved
485 ==L|blEb bylEb liEib_1 b/PROG_PART+y/IV3MS+IEb/IV+ liEib_1 play_[CALIMA] verb No diwan_approved
32369 = [HAlw HAlh HAILL +HAI/NOUN+h/POSS_PRON_3MS nafos_1 self noun Yes diwan_approved
37803 # »=I|AsbwE AsbwE AusobuwE_1 +AsbwE/NOUN+ AusobuwE_1 | week;weeks_[CALIMA] noun No diwan_approved
480) Sra[Sriw Sar Ih SAr_1 +SAr/PV+{null)/PVSUFF_SUBJ:3MS+I/PREP+h/PRON_3MS{ SAr_1 become;begin_to verb Yes diwan_approved
479 Sl AlSydly AlSydly Sayodaliy~_2 | Al/DET+Sydly/ADJ+ Sayodaliy~_2 | pharmaceutical_[SAMA] adj No diwan_approved
478 ls| THEAA ThEA TaboE_1 +TbE/NOUN-+A/CASE_INDEF_ACC TaboE_1 naturally,of_course noun No diwan_approved
19318 s nsmE nsmE simiE_1 n/IVIP+smE/IV+ simiE_1 listen;be_heard;hear_[CALIMA] verb No diwan_approved
2404 S xlynA xlynA xal~a¥_1 +Xly/CV+nA/CVSUFF_DO:1P xal~aY_1l ;allow;be_allowed_[CALIMA] verb Yes diwan_approved
525 ==(Th Tyb Tayb_1 +Tyb/INTER)+ Tayb_1 TBA_[CALIMA] inter Yes diwan_approved
a12]  zes[AimHSS AlmHS$ mHS$_1 Al/DET+mHSS/NOUN+ muHoSas_1 | hashish_addict_[SAMA] noun Yes | diwan_approved

Figure 4.4: DIWAN Output Sample

4.3 Discussion

As we noticed previously, using DIWAN to do a double check on
MADAMIRA annotations will increase the productivity in building

annotated corpus, also using DIWAN will preserve the quality of the
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annotated corpus because it minimizes the entries that users will enter it
manually. So if we suppose that there is no tool that helps us in
annotating our corpus then the annotation process will take too long time
and maybe also cause a lot of errors in annotation. From our experience
in manual annotation step, annotating of NO ANALYSIS words (1244
words) takes about two months, which is too long time and also many
errors appear in first iteration then in the second iteration. We minimize
these errors and finally we make a double check on it using DIWAN. So
if we don’t use DIWAN then annotator will be ask to enter all things
manually and be very careful when entering tags in pB part, because any
error will cause a problem, and as we know there are a lot of tags, all of
these tags DIWAN presents it as auto-complete list, also gender, number,
aspect and person are presented as list which will also minimize error
because if annotator enters it then sometimes will enter gender as female,
male, another time as f, and m, and also may enter person sometimes as
one, second, third, another time as 1,2, and 3, and may enter number as
singular, plural, Dual or as s, p, and d, so all of these errors will cause a

real problem because we need it in standard format to make our corpus
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applicable in another applications, So using DIWAN will save time and

quality.

till now we annotate about 500 unique words which equivalent to 18743
non unique words; which means that we annotated all duplicates of 500
unique words; as an example the word "L\" is repeated about 26 times in
the corpus in a different context, also these 500 unique words are the
most frequent words in our corpus which means that some of them are
duplicated more than 500 times in our corpus. Finally, every time we use

DIWAN we accelerate process more and more.

4.4 Evaluation

To evaluate the quality of annotations, we consider the inter-annotator
agreement. We chose a sample of 59 words from our corpus that we
annotated, and asked a colleague (Faeq Rimawi, from Sina Institute) to

annotate this sample separately, then we compared the annotations.

As we notice in Table 4.6, the percentage of differences in annotations
regardless of cause of difference is 20.3% which comes from differences

in MSA lemma, lemma, and from Buckwalter POS with POS, also
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sometimes the two annotator gives two different values for many

attributes in the same word such as different values for both POS and

Buckwalter POS, or for MSA lemma and gloss.

Number of words Percentage
Difference in total 12 word 20.30%
Difference in Lemma 2 word 3.30%
Difference in MSA Lemma | 4 word 6.70%
Difference in gloss 4 word 6.70%
Difference in BW, POS 6 word 10.10%

Table 4.6: Inter-annotator agreement result

Figure 4.5 shows a sample for differences between two annotators; this

sample explained the number of words in Table 4.6. For example, the

two annotators gave the word “ L% different values for both MSA

lemma, and gloss, so we considered it in the differences of both.
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word bw|  surface lemma bw MSA lemma gloss pos | Anno Status
J|AISyTAn | AISyTAR lex:$iyTAn_1 Al/DET+$yTAn/NOUN+ SiyTAn_1 devil;she-devil;shrew;devils; ;devilish_[CALIMA]| noun  |F Same
ol AlSyTAn  |lex:SiyTAn_1 Al/DET+$yTAn/NOUN+ SiyTAn_1 devil;she-devil;sh devilish_[CALIMA]| noun  |F Same
AI$yTAn  [lex:SiyTAn_1 Al/DET+$yTAn/NOUN+ SiyTAn_1 devil;she-devil;shrew;devils; ;devilish_[CAUMA]| noun  [D Same
Al$yTAn lex:$iyTAn_1 Al/DET+$yTAn/NOUN+ SiyTAn_1 devil;she-devil;sh fevil ilish_[CALIMA]| noun  [D Same
WjAy lex:jAy 1 w/CONJ+Ay/ADJ+ jAy_1 coming;comming_[CALIMA] adj F Differ in MSA Lemma
WjAy lex:;jAy 1 w/CONJ+jAy/ADJ+ jAy_ 1 coming;comming_[CALIMA] adj F Differ in MSA Lemma
WjAy lex:;jAy 1 w/CONJ+jAy/ADJ+ gAdm_1 coming;comming_[CALIMA] adj D Differ in MSA Lemma
WjAy lex;jAy 1 w/CONJ+jAy/AD+ gAdm_1 coming;comming_[CALIMA] adj D Differ in MSA Lemma
yAKI lex:>akal-u_1 y/IV3MS+AKI/IV akal-u_1 eat;consume_[SAMA] verb F Differ in Surface
YAKI lex:>akal-u_1 y/IV3MS+AKI/IV vakal-u_1 eat;consume_[SAMA] verb F Differ in Surface
vkl lex:>akal-u_1 y/IV3MS+kI/IV+ >akal-u_1 eat;consume verb D Differ in Surface
4| el lex:>akal-u_1 y/IVIMS+KI/IV+ akal-u_1 eat;consume verb D Differ in Surface
|bAlErby | bAIErby  [lex:Earabiy 1 b/PREP+AI/DET+Erby/ADJ+ Earabiy 1 Arabic adj F Differ in POS, BW
<l|bAIErby | bAIErby  |lex:Earabiy 1 b/PREP+AI/DET+Erby/ADJ+ Earabiy 1 Arabic adj F Differ in POS, BW
<o|bAlErby | bAIErby lex:Earabiy 1 b/PREP+AI/DET+Erby/ADJ+ Earabiy 1 Arabic adj F Differ in POS, BW
<|bAIErby | bAIErby lex:Earabiy_1 b/PREP+AI/DET+Erby/NOUN+ Erbyp_1 arabs;arab;Arabic_[CALIMA] noun [D Differ in POS, BW
il|bAIErby | bAIErby  |lex:Earabiy 1 b/PREP+AI/DET+Erby/NOUN+ Erbyp 1 arabs;arab;Arabic_[CALIMA] noun  [D Differ in POS, BW
<|bAIErby | bAIErby lex:Earabiy_1 b/PREP+AI/DET+Erby/NOUN+ Erbyp_1 arabs;arab;Arabic_[CALIMA] noun  [D Differ in POS, BW
4| dSr dsr lex:dSr_0 +d9r/CV+ utrk_0 leave;unhand verb F Differin Gloss, MSA lemma
Je(dr dsr lex:dadar_1 +dSr/CV4#(null)/CVSUFF_SUBJ:2MS | tarak_1 leave_[CALIMA] verb D Differin Gloss, MSA lemma

Figure 4.5 : annotators differences Sample
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Chapter 5

Conclusion and Future Work

This Thesis presented a sample from our annotated corpus; it presented
500 words that annotated very well according to our annotation
methodology. It discussed the linguistic variations between Palestinian
dialect and Modern Standard Arabic especially in terms of morphology,
orthography, and lexicon. It also discussed our annotation methodology,
the benefits of using MADAMIRA-EGY, and annotation tool DIWAN,

to semi-automate and speed up the annotation process.

This Thesis raised many issues that need to be addressed in the future
work and researches such as; Complete using DIWAN tool to approve
MADAMIRA EGY annotations by annotator; the result of this step is
fully annotated PAL corpus ; this corpus contains 16334 unique words
annotated with relevant meta data such as ( Surface, Lemma, POS,
Buckwalter POS, MSA lemma, English gloss), Complete the

development of Palestinian-specific morphological annotation tags and

75



CODA guidelines, build A Palestinian lexicon, which will be extracted
from surface, lemma, MSA lemma, and English gloss attributes in
corpus, extend MADAMIRA to analyze Palestinian text by learning
MADAMIRA EGY with DIWAN output data, Corpus will be extended
to include more text; these texts will be collected from different resources
such as the new parts(2014) from Palestinian TV show “_is & by, and
from TV Shows “all s “ylag sy n” and the famous Palestinian
series “Axplauddll 4y 53l also from others Palestinian Facebook and
Twitter pages and also collecting more text from Palestinian forums and
Finally by collecting poems that written in Palestinian dialect such as the

collection of poems“Uiaw” for the Palestinian poet “ 5 s& sl e,

Finally, all lexical annotations for our corpus such as Lemma will be
linked with Arabic ontology resources. The corpus will finally be

published on public for researchers.
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Abstract

This paper presents preliminary results in
building an annotated corpus of the
Palestinian Arabic dialect. The corpus
consists of about 43K words, stemming
from diverse resources. The paper
discusses some linguistic facts about the
Palestinian dialect, compared with the
Modern Standard Arabic, especially in
terms of morphological, orthographic,
and lexical variations, and suggests some
directions to resolve the challenges these
differences pose to the annotation goal.
Furthermore, we present two pilot
studies that investigate whether existing
tools for processing Modern Standard
Arabic and Egyptian Arabic can be used
to speed up the annotation process of our
Palestinian Arabic corpus.

1. Introduction and Motivation

This paper presents preliminary results towards
building a high-coverage well-annotated corpus
of the Palestinian Arabic dialect (henceforth
PAL), which is part of an ongoing project called
Curras. Building such a PAL corpus is a first
important step towards developing natural
language processing (NLP) applications, for
searching, retrieving, machine-translating, spell-
checking PAL text, etc. The importance of
processing and understanding such text is
increasing due to the exponential growth of
socially generated dialectal content at recent
Social Media and Web 2.0 breakthroughs.

Most Arabic NLP tools and resources were
developed to serve Modern Standard Arabic
(MSA), which is the official written language in
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the Arab World. Using such tools to understand
and process Arabic dialects (DAs) is a
challenging task because of the phonological and
morphological differences between DAs and
MSA. In addition, there is no standard
orthography for DAs. Moreover, DAs have
limited standardized written resources, since
most of the written dialectal content is the result
of ad hoc and unstructured social conversations
or commentary, in comparison to MSA’s vast
body of literary works.

The rest of this paper is structured as follows:
We present important linguistic background in
Section 2, followed by a survey of related work
in Section 3. We then present the process of
collecting the Curras Corpus (Section 4) and the
challenges of annotating it (Section 5).

2. Linguistic Background

In this section we summarize some important
linguistic facts about PAL that influence the
decisions we made in this project. For more
information on PAL and Levantine Arabic in
general, see (Rice and Sa’id, 1960; Cowell,
1964; Bateson, 1967; Brustad, 2000; Halloun,
2000; Holes, 2004; Elihai, 2004). For a
discussion of differences between Levantine and
Egyptian Arabic (EGY), see Omar (1976).

2.1 Arabic and its dialects

The Arabic language is a collection of variants
among which a standard variety (MSA) has a
special status, while the rest are considered
colloquial dialects (Bateson, 1967, Holes, 2004;
Habash, 2010). MSA is the official written
language of government, media and education in
the Arab World, but it is not anyone’s native
language; the spoken dialects vary widely across
the Arab World and are the true native varieties

Proceedings of the EMNLP 2014 Workshop on Arabic Natural Langauge Processing (ANLP), pages 18-27,
October 25, 2014, Doha, Qatar. (©)2014 Association for Computational Linguistics



of Arabic, yet they have no standard orthography
and are not taught in schools (Habash et al.,
2012, Zribi et al., 2014).

PAL is the dialect spoken by Arabic speakers
who live in or originate from the area of
Historical Palestine. PAL is part of the South
Levantine Arabic dialect subgroup (of which
Jordanian Arabic is another dialect). PAL is
historically the result of interaction between
Syriac and Arabic and has been influenced by
many other regional language such as Turkish,
Persian, English and most recently Hebrew. The
Palestinian refugee problem has led to additional
mixing among different PAL sub-dialects as well
as borrowing from other Arabic dialects. We
discuss next some of the important
distinguishing features of PAL in comparison to
MSA as well as other Arabic dialects. We
consider the following dimensions: phonology,
morphology, and lexicon. Like other Arabic
dialects, PAL has no standard orthography.

2.2 Phonology

PAL consists of several sub-dialects that
generally vary in terms of phonology and
lexicon preferences. Commonly identified sub-
dialects include urban (which itself varies mostly
phonologically among the major cities such as
Jerusalem, Jaffa, Gaza, Nazareth, Nablus and
Hebron), rural, and Bedouin. The Druze
community has also some distinctive
phonological features that set it apart. The
variations are a miniature version of the
variations in Levantine Arabic in general.
Perhaps the most salient variation is the
pronunciation of the /q/ phoneme (corresponding
to MSA G ¢'), which realizes as /’/ in most urban
dialects, /k/ in rural dialects, and /g/ in Bedouin

! Arabic orthographic transliterations are provided in the
Habash-Soudi-Buckwalter (HSB) scheme (Habash et al.,
2007), except where indicated. HSB extends Buckwalter’s
transliteration scheme (Buckwalter, 2004) to increase its
readability while maintaining the 1-to-1 correspondence
with Arabic orthography as represented in standard
encodings of Arabic, i.e., Unicode, etc. The following are
the only differences from Buckwalter’s scheme (indicated
in parentheses): A 1(), A1 (>), W 5(&), A1 (<), § & (}), hs
(), 0=(v),82(%),8~£(8).DE(2),ceE)yve(eys
(Y), a=(F),=(N),1-(K). Orthographic transliterations are
presented in italics. For phonological transcriptions, we
follow the common practice of using /.../” to represent
phonological sequences and we use HSB choices with some
extensions instead of the International Phonetic Alphabet
(IPA) to minimize the number of representations used, as
was done by Habash (2010).
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dialects. The Druze dialect retains the /q/
pronunciation. Another example is the /k/
phoneme (corresponding to MSA & k), which
realizes as /t§/ in rural dialects. These difference
cause the word for <B g/b ‘heart’ to be
pronounced as /qalb/, /’alb/, /kalb/ and /galb/ and
to be ambiguous out of context with the word IS
klb ‘dog’ /kalb/ and /tsalb/. And similarly to
EGY (but unlike Tunisian Arabic), the MSA
phoneme /0/ (& 6) becomes /s/ or /t/, and the
MSA phoneme /8/ (2 d) becomes /z/ or /d/ in
different lexical contexts, e.g., MSA <X kdb
/kadib/ ‘lying’ is pronounced /kizib/ in PAL and
/kidb/ in EGY.

Similar to many other dialects, e.g. EGY and
Tunisian (Habash et al., 2012; Zribi et al., 2014),
the glottal stop phoneme that appears in many
MSA words has disappeared in PAL: compare
MSA i rds /ra’s/ ‘head’ and v byr /bi’t/
‘well” with their Palestinian urban versions: /ras/
and /bir/. Also, the MSA diphthongs /ay/ and
/aw/ generally become /& and /o/; this
transformation happens in EGY but not in other
Levantine dialects such as Lebanese, e.g., MSA
< byt /bayt/ ‘house’ becomes PAL /bét/.

PAL also elides many short vowels that appear
in the MSA cognates leading to heavier syllabic
structure, e.g. MSA Jus /jibal/ ‘mountains’ (and
EGY /gibal/) becomes PAL /jbal/. Additionally
long vowels in unstressed positions in some PAL
sub-dialects shorten, a phenomenon shared with
EGY but not MSA: e.g., compare /zaru/ ()5,
zArtuwA) ‘they visited” with /zard/ (es0))
zAr+uw+h) ‘they visited him’. Finally, PAL has
commonly inserted epenthetic vowels
(Herzallah, 1990), which are optional in some
cases leading to multiple pronunciations of the
same word, e.g., /kalb/ and /kalib/ (< klb
‘dog’). This multiplicity is not shared with MSA,
which has a simpler syllabic structure and more
limited epenthesis than PAL.

2.3 Morphology

PAL, like MSA and its dialects and other
Semitic languages, makes extensive use of
templatic morphology in addition to a large set
of affixations and clitics. There are however
some important differences between MSA and
PAL in terms of morphology. First, like many
other dialects, PAL lost nominal case and verbal
mood, which remain in MSA. Additionally, PAL
in most of its sub-dialects collapses the feminine
and masculine plurals and duals in verbs and



most nouns. Some specific inflections are
ambiguous in PAL but not MSA, e.g., < Hbyt
/Habbét/ ‘I (or you [m.s.]) loved’.

Second, some specific morphemes are slightly or
quite different in PAL from their MSA forms,
e.g., the future marker is /sa/ in MSA but /Ha/ or
/raH/ in PAL. Another prominent example is the
feminine singular suffix morpheme (Ta
Marbuta), which in MSA is pronounced as /at/
except at utterance final positions (where it is
/a/). In some PAL urban sub dialects, it has
multiple allomorphs that are phonologically and
syntactically conditioned: /a/ (after non-front and
emphatic consonants), /e/ (after front non-
emphatic consonants), /it/ (nouns in construct
state such as before possessive pronouns) and /a/
(in deverbals before direct objects): e.g. 4 hTH
/baTT+a/ ‘duck’, %~ Hbh /Habb+e/ ‘pill’, Uik
bTnA /baTT+it+tna/ ‘our duck’ and /mdars+a
+hum/ ‘she taught them’.

Third, PAL has many clitics that do not exist in
MSA, e.g., the progressive particle /b+/ (as in
/b+tuktub/ ‘she writes’), the demonstrative
particle /ha+/ (as in /ha+l+bét/ ‘this house’), the
negation cirmcumclitic /ma+ +§/ (as in
/ma+katab+$/ ‘he did not write’) and the indirect
object clitic (as in /matkatab+1+0+s/ ‘he did not
write to him”). All of these examples except for
the demonstrative particle are used in EGY.

2.4 Lexicon

The PAL lexicon is primarily Arabic with
numerous borrowings from many different
languages. MSA cognates generally appear with
some minor phonological changes as discussed
above; a few cases include more complex
changes, e.g. /biddi/ ‘I want’ is from MSA
/bitwidd+i/ ‘in my desire’ or /illi/ ‘relative
pronoun which/who/that” which corresponds to a
set of MSA forms that inflect for gender and
number (¢ Aldy, SV Alty, etc.). Some common
PAL words are portmanteaus of MSA words,
e.g., /Ies / “‘why?’ corresponds to MSA /li+’ayy+i
Say’/ ‘for what thing?’. Examples of common
words that are borrowed from other languages
include the following:

44l )5 /roznama/ ‘calendar’ (Persian)
5,28 /kundara/ ‘shoe’ (Turkish)

532 /banadora/ ‘tomato’ (Italian)

<L 5 /brek/ ‘brake (car)’ (English)
G2l /talifizyon/ ‘television’ (French)
aswaae /maHstim/ ‘checkpoint’ (Hebrew)
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3. Related Work

3.1 Corpus Collection and Annotation

There have been many contributions aiming to
develop annotated Arabic language corpora, with
the main objective of facilitating Arabic NLP
applications. Notable contributions targeting
MSA include the work of Maamouri and Cieri,
(2002), Maamouri et al. (2004), Smrz and Haji¢
(2006), and Habash and Roth (2009). These
efforts developed annotation guidelines for
written MSA content producing large-scale
Arabic Treebanks.

Contributions that are specific to DA include the
development of a pilot Levantine Arabic
Treebank (LATB) of Jordanian Arabic, which
contained  morphological and  syntactic
annotations of about 26,000 words (Maamouri et
al., 2006). To speed up the process of creating
the LATB, Maamouri et al. (2006) adapted MSA
Treebank guidelines to DA and experimented
with extensions to the Buckwalter Arabic
Morphological Analyzers (Buckwalter, 2004).
The LATB was used in the Johns Hopkins
workshop on Parsing Arabic Dialect (Rambow et
al., 2005; Chiang et al., 2006), which
supplemented the LATB effort with an
experimental Levantine-MSA dictionary. The
LATB effort differs from the work presented
here in two respects. First, the LATB corpus
consists of conversational telephone speech
transcripts, which eliminated the orthographic
variations issues that we face in this paper.
Secondly, when the LATB was created, there
were no robust tools for morphological analysis
of any dialects; this is not the case any more. We
plan to exploit existing tools for EGY to help the
annotation effort.

Other DA contributions include the Egyptian
Colloquial Arabic Lexicon (ECAL) (Kilany, et
al., 2002), which was developed as part of the
CALLHOME Egyptian Arabic (CHE) corpus
(Gadalla, et al., 1997). In addition to YADAC
(Al-Sabbagh and Girju, 2012), which was based
on dialectal content identification and web
harvesting of blogs, micro blogs, and forums of
EGY content. Similarly, the COLABA project
(Diab et al., 2010) developed annotated dialectal
content resources for Egyptian, Iraqi, Levantine,
and Moroccan dialects, from online weblogs.



3.2 Dialectal Orthography

Due to the lack of standardized orthography
guidelines for DA, along with the phonological
differences in comparison to MSA, and dialectal
variations within the dialects themselves, there
are many orthographic variations for written DA
content. Writers in DA, regardless of the context,
are often inconsistent with others and even with
themselves when it comes to the written form of
a dialect; writing with MSA driven orthography,
or writing words phonologically sometimes.
These orthography variations make it difficult
for computational models to properly identify
and reason about the words of a given dialect
(Habash et al, 2012a), hence, a conventional
form for the orthographic notations is important.
Within this scope, we can view this problem for
Levantine dialects as an extension of the work of
Habash et al. (2012a) who proposed the so-
called CODA (Conventional Orthography for
Dialectal Arabic). CODA is designed for the
purpose of developing conventional
computational models of Arabic dialects in
general. Habash et al. (2012a) provides a
detailed description of CODA guidelines as
applied to EGY. Eskander et al. (2013) identify
five goals for CODA: (i) CODA is an internally
consistent and coherent convention for writing
DA; (ii)) CODA is created for computational
purposes; (iii) CODA uses the Arabic script; (iv)
CODA is intended as a unified framework for
writing all DAs; and (v) CODA aims to strike an
optimal balance between maintaining a level of
dialectal uniqueness and establishing
conventions based on MSA-DA similarities.
CODA guidelines will be extended to cover PAL
in this paper, as discussed in Section 5.3.

3.3 Dialectal Morphological Annotation

Most of the work that explored morphology in
Arabic focused on MSA (Al-Sughaiyer and Al-
Kharashi, 2004; Buckwalter, 2004; Habash and
Rambow, 2005; Graff et al., 2009; Habash,
2010). The contributions for DA morphology
analysis, however, are relatively scarce and are
usually based on either extending available MSA
tools to tackle DA specificities, as in the work of
(Abo Bakr et al., 2008; Salloum and Habash,
2011), or modeling DAs directly, without relying
on existing MSA contributions (Habash and
Rambow, 2006). Due to the variations between
MSA and DAs, available MSA tools and
resources cannot be easily extended or
transferred to work properly for DA (Maamouri,
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et al., 2006; Habash, et al., 2012b). Therefore, it
is important to develop annotated and
morpheme-segmented resources, along with
morphological analysis tools, that are specific
and tailored for DAs. One of the notable recent
contributions for EGY morphological analysis
was CALIMA (Habash et al.,, 2012b). The
CALIMA analyzer for EGY and the commonly
used SAMA analyzer for MSA (Graff et al.,
2009) are central in the functioning of the EGY
morphological tagger MADA-ARZ (Habash et
al., 2013), and its successor MADAMIRA
(Pasha et al., 2014), which supports both MSA
and EGY.

The work we present in this paper builds on the
shoulders of these previous efforts from the
development of guidelines for orthography and
morphology (in MSA and EGY) to the use of
existing tools (specifically MADAMIRA MSA
and EGY) to speed up the annotation process.

4. Corpus Collection

Written dialects in general tend to have scarce
resources in terms of written literature; written
materials usually involve informal conversations
or traditional folk literature (stories, songs, etc.).
It is therefore often difficult to find resources for
written dialectal content. In addition, resources
of dialectal content are prone to significant noise
and inconsistency because they tend to lack
standard orthographies and rely on ad hoc
transcriptions and orthographic borrowing from
the standard variety. In the case of Arabic,
unlike MSA that dominates the formal and
written content outlets, as in the press, scientific
articles, books, and historical narration, DAs are
more naturally used in traditional and informal
contexts, such as conversations in TV series,
movies, or on social media platforms, providing
socially powered commentary on different
domains and topics. And given the lack of
standard orthography, there is common mixing
of phonetic spelling and MSA-cognate-based
spelling in addition to the so-called Arabizi
spelling — writing DAs in Roman script, rather
than Arabic script (Darwish, 2014 and Al-
Badrashiny et al., 2014). Such noise imposes
many challenges regarding the collection of
high-coverage high-accuracy DA corpora. It is
therefore important to remark that although
bigger is better when it comes to corpus size, we
focus more in this first iteration of our PAL
corpus on precision and variety rather than mere



size. That is, we tried not only to manually select
and review the content of the corpus, but also to
assure that we covered a variety of topics and
contexts, localities and sub-dialects, including
the social class and gender of the speakers and
writers. This is because such aspects help us
discover new language phenomena in the dialect
as will be discussed in the next section.

Table 1 presents the resources that we manually
collected to build the PAL Curras corpus. There
are 133 social media threads (about 16k words)
from blogs (e.g., bl weall 2e A
Abdelhameed Alaaty’s blog), forums (e.g., 4
bl )l a1l The Palestinian dialogue network),
Twitter, and Facebook. The collection was done
by reading many discussion threads and
selecting the relevant ones to assure diversity
and PAL representative content. Content that is
heavily written in a mix of languages, or a mix
of other dialects was excluded. In the same way,
we also manually collected some PAL stories,
and a list of PAL terms and their meanings,
which reflect additional diversity of topics,
contexts, and social classes. About half of our
corpus comes from 41 episode scripts from the
Palestinian TV show _is ¢ ¢hs “Watan Aa
Watar”. Each episode discusses and provides
satirical critiques regarding different topics of
relevance to the Palestinian viewers about daily
life issues. The show’s importance stems from
the fact that the actors use a variety of
Palestinian local dialects, hence enriching the
coverage of the corpus.

Table 1. The Curras Corpus Statistics

Document Type | Word | Word | Documents
Tokens | Types
Facebook 3,120 1,985(35 threads
Twitter 3,541 2,133|38 threads
Blogs 8,748 4,454(37 threads
Forums 1,092 798|33 threads
Palestinian Stories 2,407 1,422(6 stories
Palestinian Terms 759 556|1 doc
TV Show: Jisg ohs| 23,423 8,459/41 episodes
Watan Aa Watar
Curras Total 43,090 | 19,807 191

5. Corpus Annotation Challenges

This section presents our approach to
annotating the Curras corpus. We start with a
specification of our annotation goals, followed
by a discussion of our general approach. We
then discuss in more details two important
challenges that need to be addressed for
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annotation of a new dialectal
orthography and morphology.

corpus:

5.1 Annotation Specification

The words are annotated in context. As such, the
same word may receive different annotations in
different contexts. We define the annotation of a
word as a tuple <w, wgp, ¢, cp I pp g >
described as follow. (Examples of such
annotations are illustrated in Table 5.):

w: Raw (Unicode) The raw input word
defined as a string of letters delimited by
white space and punctuation. The word is
represented in Arabic script (Unicode).

wg: Raw (Buckwalter) The same raw input
word in the commonly used Buckwalter
transliteration (Buckwalter, 2004).

c: CODA (Unicode) The Conventional
Orthography (Habash et al., 2012) version of
the input word.

cg: CODA (Buckwalter) The Buckwalter
transliteration of the CODA form.

I: Lemma The lemma of the word in
Buckwalter transliteration. The lemma is the
citation form or dictionary entry that
abstracts over all inflectional morphology
(but not derivational morphology). The
lemma is fully diacritized. We follow the
definition of Ilemma used in BAMA
(Buckwalter, 2004) and CALIMA-ARZ
(Habash et al., 2012b).

pe. Buckwalter POS The Buckwalter full
POS tag, which identifies all clitics and
affixes and the stem and assigns each a sub-
tag. This representation treats clitics as
separate  tokens and  abstracts the
orthographic rewrites they undergo when
cliticized. See the handling of the
I/PREP+AVDET in word #6 in Table 5.
This representation is used by the LDC in
the Penn Arabic Treebank (PATB)
(Maamouri et al., 2004) and tools such as
MADAMIRA (Pasha et al., 2014). It is a
high granularity representation that allows
researchers to easily go to coarser
granularity POS (Diab 2007; Habash, 2010;
Alkuhlani et al., 2013). The Buckwalter POS
tag can be fully diacritized or undiacritized.
Given the added complexity of producing
diacritized text manually by annotators, we
opted at this stage to only use undiacritized
forms.



2: Gloss The English gloss, an informal
semantic denotation of the lemma. In Tables
3-5, we only use one English word for space
limitations.

i: Analysis A specification of the source of
the annotation, e.g.,, ANNO is a human
annotator, and MADA is the MADAMIRA
system with some minor or no automatic
post-processing. In Tables 3 and 4, which
are produced automatically, the Analysis
field is replaced with a status indicating how
usable the automatic annotation is.

5.2 General Approach

To speed up the process of annotating our
corpus, we made the following decisions. First,
and quite obviously from the previous section,
we made a conscious decision to follow on the
footsteps of previous efforts for MSA and EGY
annotation done at the Linguistic Data
Consortium and Columbia’s Arabic Modeling
group in terms of guidelines for orthography
conventionalization and morphological
annotation. This allows us to exploit existing
guidelines with only essential modification to
accommodate PAL and produce annotations that
are comparable to those done for MSA and
EGY. This, we hope, will encourage research in
dialectal adaptation techniques and will make
our annotations more familiar and thus usable by
the community.

Second, and closely related to the first point,
we exploit existing tools to speed up the
annotation process. In this paper, we specifically
use the MADAMIRA tool (Pasha et al., 2014)
for morphological analysis and disambiguation
of MSA and EGY. Our choice of using this tool
is motivated by the assumption that EGY/MSA
and PAL share many orthographic and
morphological features. This assumption was
validated by pilot experiments, presented below,
and which show most of the PAL annotations
can be generated automatically. However, a
manual step is then needed to verify every
annotation, to correct errors and fill in gaps. The
manual annotation has not been completed yet as
of the writing of this paper submission.

Finally, we made one major simplification to
the annotations to minimize the load on the
human annotator: we do not produce diacritized
morphological analyses in the Buckwalter POS
tag. The reasons for this decision are the
following: (i) full diacritization is a complex task
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that most Arabic speakers do not do and thus it
requires a lot of training and precious attention
to detail; (ii) MSA and EGY produce many
morphemes and lexical items that are quite
similar to PAL except in terms of the short
vowels (compare the lemmas for word #5 in
Tables 3, 4 and 5); (iii) PAL has many cases of
multiple valid diacritizations as mentioned
above. While we think a convention should be
defined to explain the variation and model it, it is
perhaps the topic of a future effort that is more
focused on PAL phonology. We make an
exception for the lemmas and diacritize them
since lemmas are important in indicating the
core meaning of the word. In case of different
pronunciations of the lemma, we choose the
shortest.

5.3 A Conventional Orthography for PAL

As explained in Section 2, PAL, like other
Arabic dialects, does not have a standard
orthography. Furthermore, there are numerous
phonological, morphological and Iexical
differences between PAL and MSA that make
the use of MSA spelling as is undesirable. PAL
speakers who write in the dialect produce
spontaneous  inconsistent  spellings  that
sometimes reflect the phonology of PAL, and
other times the word’s cognate relationship with
MSA. For example, the word for ‘heart’ (MSA
—B galb) has four spellings that correspond to
four sub-dialectal pronunciations: < g/b /qalb/,
i Alb /"alb/, <8 klb /kalb/, and <lx jIb /galb/.
Similarly, the common shortening of some long
vowels (from MSA to PAL) leads to different
orthographies as in 0¥ gdnwn ‘law’ (MSA
/qantn/), which can also be written with a
shortened first vowel ©s8 gnwn /[’aniin/
reflecting the PAL pronunciation. PAL also has
some clitics that do not exist in MSA, which
leads to different spellings, e.g. the PAL future
particle z H /Ha/ can be written attached to or
separate from the verb that follows it. Even
when a morpheme exists in MSA and PAL, it
may have additional forms or pronunciations.
One example is the definite article morpheme J!
Al /il/' which has a non-MSA/non-EGY
allomorph /1i/ when attached to nominals with
initial consonant clusters. As a result, a word
like /li+blad/ ‘the homeland/countries’ can be
spelled to reflect the morphology as 23 AlblAd
or the phonology 334 /blAd, with the latter being
ambiguous with ‘for countries’ (in PAL
/latblad/). Finally, there are words in PAL that
have no cognate in MSA and as such have no



clear obvious spelling to go with, e.g., the word
/barDo/ ‘additionally’ is spontaneously written
as s » brDw, 4 » brDh and %= _» brDF.

This, of course, is not a unique PAL problem.
Researchers working on NLP for EGY and
Tunisian dialects developed CODA guidelines
for them (Habash et al., 2012a; Zribi et al.,
2014). These guidelines were by design intended
to apply (or be easily extended) to all Arabic
dialects, but were only demonstrated for two.
Our challenge was to take these guidelines
(specifically the EGY version) and extend them.
There were three types of extensions. First, in
terms of phonology-orthography, we added the
letter & k to the list of root letters to be spelled in
the MSA cognate to cover the PAL rural sub-
dialects that pronounces it as /tS/. Second, in
terms of morphology, we added the non-EGY
demonstrative proclitic e 42+ and the conjunction
proclitic < ¢+ “so as to’ to the list of clitics, e.g.,
Culles bhAIbyt “in this house’ and <o s&5 fyswf ‘so
that he can see’. Finally, we extended the list of
exceptional words to cover problematic PAL
words. All of the basic CODA rules for EGY
(and Tunisian) are kept the same.

Pilot Study (I): We conducted a small pilot
study in annotating the CODA for PAL words.
We considered 1,000 words from 77 tweets in
Curras. The CODA version of each word was
created in context. 15.9% of all words had a
different CODA form from the input raw word
form. 42% of these changes involve consonants
(two-fifths of the cases), vowels (one-fifth of the
cases) and the hamzated/bare forms of the letter
Alif ' A. Examples of consonant change can be

seen in Table 5 (words #4 and #10). An
additional 29% word changes involve the
spelling of specific morpheme. The most

common change (over half of the time) was for
the first person imperfect verbal prefix ' 4 when
following the progressive particle < b: S bkth
as opposed to «SL h4kth. About 18% of the
changed words experience a split or a merge
(with splits happening five time more than
merges). An example of a CODA split is seen in
Table 5 (word #9). Finally, only about 8% of the
changed words were PAL specific terms; and
less than 7% involved a typo or speech effect
elongation. These results are quite encouraging
as they suggest the differences between CODA
and spontaneously written PAL are not
extensive. Further analysis is still needed of
course.

In Tables 3 and 4 (column CODA), we show the
results of using the MADAMIRA-MSA and
MADAMIRA-EGY systems on a set of ten
words, while Table 5 shows the manually
selected or corrected CODA. MADAMIRA
generates a CODA version (contextually) by
default. We expect the EGY version to be more
successful than the MSA version in producing
the CODA for PAL given the shared presence of
many morphemes in EGY and PAL. However,
when we ran the same set of words through
MADAMIRA-EGY, we encountered many
errors in words, morphemes and spelling choices
in PAL that are different from EGY, e.g., the
raw word «aie mnHb ‘we love’ (CODA s
bnHb) is analyzed as the EGY <=3 W md nHb
‘we do not love’!

5.4 Morphological Annotation Process and
Challenges

To study the wvalue of using an existing
morphological analyzer for MSA or EGY in
creating PAL annotations, we conducted the
following pilot study.

Pilot Study (II): We ran the words from a
randomly selected episode of the PAL TV show
“Watan Aa Watar” (460 words) through both
MADAMIRA-MSA and MADAMIRA-EGY.
We analyzed the output from both systems to
determine its usability for PAL annotations. We
consider all analyses that are correct for PAL
annotation or usable via simple post processing
(such as removing CASE endings on MSA
words) to be correct (as in word #2 in Tables 3-
5). Words that receive incorrect analyses or no
analyses require manual modifications.

The results of this experiment are summarized in
Table 2. Table 3 and 4 illustrate sample results
for ten words and Table 5 includes the manually
created results.

Table 2. Accuracy of automatic annotation of PAL text

Statistics MADAMIRA MSA [MADAMIRA EGY
No Analysis 17.78% 7.24%
Wrongly Analyzed 18.43% 14.75%
Correctly Analyzed 63.79% 78.01%
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The No Analysis (NA) words in Tables 2, 3 and
4 refer to the words that the morphological
analyzer couldn't recognize. This failure may be

2 The examples in Tables 3-5 are presented in the
Buckwalter transliteration (Buckwalter, 2004) to match the
forms as they appear in the annotated corpus.




a result of missing lexical entry, specific PAL
morphology  or  typos. As  expected,
MADAMIRA-MSA had 2.5 times the number of
NA cases compared to MADAMIRA-EGY.
Examples include dialectal lexical terms (word
#7) or dialectal morphology (words # 1 and #9).

The wrongly analyzed words are words that
were assigned incorrect POS tag in context. For
example, word #3 in Tables 3 and 4 is the result
of mis-analyzing the proclitic 1- as the
preposition ‘for/to’ as opposed to the non-CODA
spelling of the definite article in PAL. The

analysis provided by MADAMIRA-EGY is
correct for other contexts than the one illustrated
here. Another example is word #8, which is a
Levantine specific term hardly used in EGY and
not used at all in MSA. MADAMIRA-MSA has
a higher proportion of wrongly analyzed words
than MADAMIRA-EGY.

Overall MADAMIRA-EGY produced analyses
that were either correct and ready to use for PAL
or requiring some minor modifications such as
adjusting the vowels on the lemmas (e.g., word
#5) in one of every five words.

Table 3 Automatic annotations by the MADAMIRA-MSA system. Entries with Status NA had no analysis.

Raw CODA Lemma Buckwalter POS (Diacritized) Gloss Status
1555 |[AbwkwAl INA
2dsy |AIAKL  [UsY) |AI>kl  [rakol  |A/DET+>akol/NOUN+a/CASE DEF ACC eating Usable
sl |Ibnwk [ [Ibnwk  [banok  [li/PREP+bunuwk/NOUN+K/CASE INDEF GEN bank 'Wrong
459 [AltAny |8 [Altny  [ta>an~iy [AI/DET+ta>an~iy/NOUN prudence [Wrong
ol [AITHmATr [leal) [ATHmAT [HimAr  [AI/DET+HimAr/NOUN+u/CASE DEF NOM donkey  |Usable
g [lirAtb [N )IirAth  |rAtib li/PREP+AI/DET+rAtib/NOUN+i/CASE DEF _GEN salary Usable
ot |Aywp INA
gy [bdhA  [wx  [bdhA  [bud~ bud~/NOUN+i/CASE DEF GEN+hA/POSS PRON 3FS |escape  [Wrong
9l i [bardlk INA

10|ds»  |hdwl INA
Table 4 Automatic annotations by the MADAMIRA-EGY system. Entries with Status NA had no analysis.

Raw CODA Lemma Buckwalter POS (Diacritized) Gloss Status
1S5 [AbwkwA| S5 [Abwkw [Abuw  |[Abuw/NOUN-+kuw/POSS PRON 3MS father |Correct
20y JAIAKL  [JSY1 |AI>kl  [rakl Al/DET-+>akol/NOUN eating |Correct
3l (Ibnwk [l Jlbnwk  |bank 1i/PREP+bunuwk/NOUN bank |Wrong
428 |AltAny |29 |AltAny [tAniy  |A/DET+tAniy/ADJ NUM second [Usable
5kl JAIHmAT |Jad) |AIHmAT [HumAr [AI/DET+HumAr/NOUN donkey [Usable
ol lirAtb <S8 [lirAtb  [rAtib 1i/PREP+AI/DET+rAtib/NOUN salary |Correct
Tos) |Aywp  [osi >ywh  [>ayowah [~ayowah/INTERJ yes Correct
gy [bdhA Wy |bdhA  |bud~ bud~/NOUN+hA/POSS PRON 3FS escape [Wrong
9l yulbnrdlk  |<U 2 yulbnrd 1k [rad~ bi/PROG PART+nu/IV1P+rud~/1V+1li/PREP+ak/PRON 2MS |answer [Usable

10{ds2 |hdwl | NA

Table 5 Manual Annotations in Curras. Entries with Analysis MADA were automatically converted and validated by
the annotator. Entries with Analysis ANNO required some modification of the MADAMIRA output or were created

from scratch.

Raw CODA Lemma Buckwalter POS (Undiacritized) Gloss | Analysis
1S5 [AbwkwA[ S5  |[Abwkw [Abuw  [Abw/NOUN+kw/POSS PRON 3MS father [MADA
20y [AlAKL |V |AIskl [>akl Al/DET+>kI/NOUN eating |MADA
35l |lbnwk s |Albnwk [bank Al/DET+bnwk/NOUN bank [ANNO
458 |AltAny | S8 |AlvAny [vAniy  |A/DET+vAny/ADJ NUM second [ANNO
5l |AIHmAT |Js!) [AIHmAr [HmAr  [AI/DET+HmAr/NOUN donkey [MADA
ol lirAtb <S8 [lirAtb  [rAtib I/PREP+AI/DET+rAtb/NOUN salary [MADA
Tos) |Aywp  [osil >ywh  |[>ayowah [>ywh/INTERJ yes MADA
gy |bdhA by |bdhA bid~ bd/NOUN+hA/POSS PRON 3FS want  [ANNO
9l yulbnrdlk  |<U 2 yulbnrd 1k [rad~ b/PROG PART+n/IV1P+rd/IV+l/PREP+k/PRON 2MS answer [MADA

10|52 |hdwl Jsda  |h*wl ha*A h*wl/DEM PRON |these ANNO
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5 Conclusion and Future Work

We presented our preliminary results towards
building an annotated corpus of the Palestinian
Arabic dialect. The challenges and linguistic
variations of the Palestinian dialect, compared
with Modern Standard Arabic, were discussed
especially in terms of morphology, orthography,
and lexicon. We also discussed and showed the
potential, and limitations, of using existing
resources, especially MADAMIRA-EGY, to
semi-automate and speed up the annotation
process.

The paper has also pointed out several issues that
need to be considered and researched further,
especially the development of Palestinian-
specific morphological annotation and CODA
guidelines, a Palestinian lexicon, and the
extension of MADAMIRA to analyze
Palestinian text. Our corpus will be further
extended to include more text, and all lexical
annotations (i.e., Lemmas) will be linked with
existing Arabic ontology resources such as the
Arabic WordNet (Black et al., 2006). The corpus
will be publicly available for research purposes.
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