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NLP Resources at SinalLab - Birzeit University

https://sina.birzeit.edu
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Arabic Ontology / Wordnet Lexicons & Lexicographic Corpora & Datasets NLP Tools
Databases L -
Formal Arabic Wordnet, 17K Six dialects, 1.4 million tokens NER, WSD, synonyms,
concepts/synsets 150 Multilingual lexicons fully annotated. lemmatizer, POS tagger, etc.
translations, synonyms, glosses NER, WSD, ...

NER 88.4% WSD 84% Synonyms

-

—
Arabic Big Linguistic Data Graph

https://ontology.birzeit.edu

Proudly developed in =


https://sina.birzeit.edu/

Golden Age
for
Natural
Language




Al Revolution

Text to Text
Text to poem
Text to Image

Text to Speech (character casting)

Text to Song
Text To Video

Text To Animation

Text to Code

Text to Excel, PowerPoint ...




Benchmark saturation over time

Kiela et al, 2019
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Figure 1: Benchmark saturation over time for popular benchmarks,
normalized with initial performance at minus one and human
performance at zero.

MNIST: digital recognition
Swithcboard: speech-to-text
SQUAD: Question answering

GIUE: Language Understanding tasks


https://aclanthology.org/2021.naacl-main.324.pdf
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How Close is ChatGPT to Human Experts?
Comparison Corpus, Evaluation, and Detection
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(English and Chinese)
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(a) Sentiment distribution of HC3-English

(b) Sentiment distribution of the HC3-Chinese
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Dependency parsing (grammatical structure of a
sentence)

Sentiments Analysis
(English and Chinese)

Jaall (u i (dlas (i caa) Jeliall Jilas



Large models are better (NLU tasks

Eight examples of emergence in the few-shot prompting setting. Each point is a separate model.(Wei et al, 2022)
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Model scale (training FLOPs)


https://openreview.net/pdf?id=yzkSU5zdwD

Outcompelete and Masking

Next word prediction: Recall
Given a sequence of words, can we predict the next word? Conditional Probability

P(A|B)= P(A,B)
P(B)

Palestinian olive is good for cholesterol

is good for  cholesterol —
sol a food health

tre what  at pregnancy

gar green one hair

bre excellent skin




Outcompelete and Masking

Next sentence prediction:
Given a set of sentences, can we predict the next sentence?

Palestinian Extra virgin olive oil made from unrefined, cold-pressed olives.
Palestinian olive is good for cholesterol.

Eating a teaspoon of olive oil daily, works to control the level...
Olive oil is one of the richest natural sources and the most contai
Benefits of olive oil in the treatment of diabetes:



Outcompelete and Masking

Masking

Given a text and a masked word, can we predict this word?
Look at the words before and after

Palestinian olive is good for cholesterol. Palestinian Extra virgin olive oil made from
unrefined, cold-pressed olives. Eating a teaspoon of olive oil .8, works to control the level
of harmful cholesterol in the blood and triglycerides. daily

everyday
a

IS



Language Models

(Ll 5 Y gl SiSI) Slaial ISV Jaal) Sl s 5 (e oSt S (s

» A statistical model that can predict the next word/sentence is called a language model.

» Large Language Models are typically trained with deep learning on large corpora.

» Language modeling techniques: n-gram ... Word2Vec ... LSTM .... Transforms (BERT, GPT...)

Word/Sentence Embedding (<lgaiaS Alaalifdalsl) Jial): repressing it in a vector of numbers,
such that the cosine similarity to similar words are closer.

LKing
Queen

Word Embedding Vector [....0.3,0.8,-0.1, 0.8, -0.9, .0.01, 0.05, .....]

Man
7,'

Woman




Transformers

Encoder/decoder architecture (deep learning)
Introduced in 2017 by Google (Brain team)

Used in Natural Language Processing and
Computer Vision

Based on this Transformer architecture, different
variations of transformers are proposed, Such as
BERT, GPT and T5.
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Transformers Tree

Encoder/Decoder-based Transformers

Based on @Datafuse Analytics Channel

Mainly based on next-
word/sentence
prediction, generative
language models

mainly based on masked
language models and
next-sentence
prediction/ordering

Pre-train Train
Fine-tuning In-context learning
Prompt Engineering

Encoder+Decoder
(text-to-text models)



https://www.youtube.com/watch?v=wuj8Hao1TT4

Large Language Models (chronological timeline)

https://amatriain.net/blog/transformer-models-an-introduction-and-catalog-2d1e9039f376/
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https://amatriain.net/blog/transformer-models-an-introduction-and-catalog-2d1e9039f376/

Model: GPT-3.5
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Model: GPT-4

Fas¥) 2 il 4y Capans 13

© Sl )" ol A O e Ayl ARG Ll | planadi 3 A ad) daall 8 dae o A o)
byl oany @llia (S1y aaaill Cag jra pe andd B8aN Jua¥) ST "

Mol VI ied N "Ll " Al A e L () 5 3B A o 2y Tl 4y i
5 e Al 81 el 8 sl ) e Lae
i N )" el SV ALY (e S 0 o a8 2l ) ) el s AT & i
Sl 138 Gl st o oSy Al dad 1 s la) s
S M " Al e s ey panl) Aall) e Wi () 65 08w () i (5 jA) Ayl
Mat Ol A sl e JSS A s Sy 1A el g MAN (" "

A Gl e e ale (8l an g Vg culy plaill (o Jash 534




Model: GPT-4
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Model: GPT-4
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Example

Model: GPT-3.5
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Example

Model: GPT-4
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Example

Model: GPT-3.5

When was Birzeit University founded?

@ Birzeit University was founded in 1924 as an elementary school for girls, and it gradually
expanded over the years to become a university in 1975.




Example

Model: GPT-4

When was Birzeit University founded?

@ Birzeit University, located in the West Bank, Palestine, was founded in 1924. It started as a

boys' school and progressively evolved into a secondary school, then a college, and finally
became a full-fledged university in 1975. Since then, it has been one of the most
prominent universities in the West Bank and Palestine.




Example

Model: GPT-4

In which year Birzeit University was founded?

Birzeit University, located near Ramallah, Palestine, was originally founded as an

elementary school by Ms. Nabiha Nasir in 1924. It evolved to become a high school in
1942, and then transformed into a college of arts and sciences offering two-year degrees in
1961. It was officially chartered as a full-fledged university offering undergraduate
programs in 1975.




Example (Rephrasing)

Model: GPT-4

Rephrase the following: Birzeit University was awarded Mohammed Bin Rashid’s Award for
the Arabic Language 2019 for the development of an innovative Lexicographic Search
Engine -the first of its kind worldwide. The award is given annually for the efforts and
intelligent applications in preserving, promoting, and facilitating the learning of Arabic.
The award was given to the university by his Highness Sheikh Mohammed Bin Rashid Al
Maktoum in a large ceremony in Dubai.

In 2019, Birzeit University received the prestigious Mohammed Bin Rashid's Award for
the Arabic Language. This global recognition was for their development of an innovative
Lexicographic Search Engine, the first of its kind in the world. The award, bestowed
annually, commends initiatives and smart applications that contribute to the
preservation, promotion, and ease of learning Arabic. His Highness Sheikh Mohammed

Bin Rashid Al Maktoum honored the university with this award during a grand ceremony
held in Dubai.




Example (Summarization)

Model: GPT-4

Summarize the following: Birzeit University was awarded Mohammed Bin Rashid’s Award
for the Arabic Language 2019 for the development of an innovative Lexicographic Search
Engine -the first of its kind worldwide. The award is given annually for the efforts and
intelligent applications in preserving, promoting, and facilitating the learning of Arabic.
The award was given to the university by his Highness Sheikh Mohammed Bin Rashid Al
Maktoum in a large ceremony in Dubai.

In 2019, Birzeit University was honored with the Mohammed Bin Rashid’s Award for the
Arabic Language, in recognition of its development of an innovative Lexicographic
Search Engine, a first in the global arena. This annual award, presented by Sheikh
Mohammed Bin Rashid Al Maktoum, acknowledges contributions to the preservation,
enhancement, and learning facilitation of the Arabic language. The university received
the award at a grand ceremony in Dubai.




Example (Translation)

Model: GPT-4

Translate the following in Arabic: Birzeit University was awarded Mohammed Bin Rashid’s
Award for the Arabic Language 2019 for the development of an innovative Lexicographic
Search Engine -the first of its kind worldwide. The award is given annually for the efforts
and intelligent applications in preserving, promoting, and facilitating the learning of
Arabic. The award was given to the university by his Highness Sheikh Mohammed Bin
Rashid Al Maktoum in a large ceremony in Dubai.
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Example (Extracting Named Entities)

Model: GPT-4

Extract named entities from the following: Birzeit University was awarded Mohammed Bin
Rashid’s Award for the Arabic Language 2019 for the development of an innovative
Lexicographic Search Engine -the first of its kind worldwide. The award is given annually
for the efforts and intelligent applications in preserving, promoting, and facilitating the
learning of Arabic. The award was given to the university by his Highness Sheikh
Mohammed Bin Rashid Al Maktoum in a large ceremony in Dubai.

The named entities in the given text are:

1. Birzeit University

2. Mohammed Bin Rashid’s Award for the Arabic Language 2019
3. Lexicographic Search Engine

4. Sheikh Mohammed Bin Rashid Al Maktoum

5. Dubai




Example (Dialect Identification)

Model: GPT-4

In which Arabic dialect the following was written: 4w el 5 ¢ 4 JSI laaw
Clall sa caall as sy

@ The provided sentence appears to be written in the Levantine Arabic dialect. Levantine
Arabic is spoken in countries such as Syria, Lebanon, Jordan, and Palestine.




Example (Poem Writing)

Model: GPT-4
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Example (Rephrasing)

Model: GPT-4

Give me synonyms of the word (table) in the following sentence: | sent you
the table in the email yesterday

@ In the context of the sentence "l sent you the table in the email yesterday", where
"table" likely refers to a structured set of data, here are some potential synonyms:

1. Chart: "l sent you the chart in the email yesterday."
2. Grid: "I sent you the grid in the email yesterday."
3. Spreadsheet: "l sent you the spreadsheet in the email yesterday."
4. Matrix: "l sent you the matrix in the email yesterday."
5. Dataset: "l sent you the dataset in the email yesterday."

Please note that while these words have similar meanings, they might not be perfect
replacements depending on the specific context. For example, a "spreadsheet” might be
a more appropriate term if the data was sent as an Excel file, while a "dataset" might be
more appropriate for a large set of raw data.



Humman Feedback is Important

Chat GPT:

Trained on labeled data to
generate responses to user
inputs.

Rewarding more desirable
responses.

The Rewards Model is used as a
scalar reward for Reinforcement
Learning.

Step 1

Collect demonstration data
and train a supervised policy.

Apromptis
sampled from our
prompt dataset.

Alabeler
demonstrates the
desired output
behavior.

This datais used to
fine-tune GPT-3.5
with supervised
learning.

F

w
Explain reinforcement
learning to a 6 year oid.

I
Y

®

4

We give treats and

punishments to teach...

Step 2

Collect comparison data and

train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks the
outputs from best
to worst.

This data is used
totrainour
reward model.

~
G

Explain reinforcement

learning to a 6 year old.

0 o

apian wravte

Step3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates

an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

e

Write a story
about otters.




Discussion
and
lssues




Natural Language Inteface (Prompts)
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We are also witessing that people communicate with/ promote machines (and machine
communicate with/ promote machines) in natural langauge
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Do models know if the generated
text is inaccurate?

Possible answers:
NO?!
Not yet!

| don’t know!

** Do humans also say something wrong without knowing?!
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Can language models come up with
new/original knowledge?

Maybe not!

But models have good capacity in synthesizing information
(Which may look like innovation)



Some Predictions («u_all Jusiuall)

Just the beginning: much more is expected in the next few years (or even months) hasd Ayl & s
Corpora: The importance of text datasets is increasing. A3 3 a puail) dpaa]

newcomers: Institutions having large amounts of text will enjoy new NLP technologies. S v g gral el Sl Sl el

<A
Al assisting/ants will be in most aspects of our life. Jandl 5 8Lall Al g8 8 4 elihaa¥) (1SA) cilead
Al persona communicating with us (hard to distinguish if a natural person is talking to you!): business damdl g e Cluadld
agents, teachers. la i (pe (S ) 5 clina ol g
Disinformation, It will be too hard to authenticate the origin of texts (and whether every part of the .
text is correct). Including student papers, media reports, blogs, etc. Claslaall jone 4d ne (Sadll y2 (e
Amplified Disinformation (human-knowledge virus). The spread of generated texts/images Pttt Aklal) Cile glall
(inaccurate knowledge) will be again used for training, and so no ... resulting in more inaccurate Jila I
knowledge.
Bias: As machines learn from the mainstream text (most common/probable), the generated s IS QLYY A Gl

text/images will be biased, thus minorities are
pazll 13g] 2l
Al positives and negatives will be Amplified worldwide (be prepared to face this). (rand) 132 (e al O i algn 21 Y)



Universities in the Al Age

Teaching & Students
= How to use these technologies in teaching? o= Sledl (f (olilaa¥] oS L Juaniul (S 28
* How to deal with students’ use/misused? (is it all bad?!!) i) o3g] Al Jlaxind Janai (oS
Offering
= Which courses and programs universities should offer at the G I eyl s el s L
BA/Master/PhD levels? (e m) Leshanind
/ / 5 jalaall ala ) e Jgall 58 (1
Research
= How can we contribute to Natural Language Understanding technologies?
Training a large language model (e.g. GPT 3 costs 50M) Calall 138 3 aalud () dealall Sy Ja
All of this is led by big companies - university involvement QA Y 4 sra S| mal pua gl

Ll 26 (e (oA
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